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Coordinated control of conventional power
sources and PHEVs using jaya algorithm
optimized PID controller for frequency
control of a renewable penetrated power
system
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Abstract

In renewable penetrated power systems, frequency instability arises due to the volatile nature of renewable energy
sources (RES) and load disturbances. The traditional load frequency control (LFC) strategy from conventional power
sources (CPS) alone unable to control the frequency deviations caused by the aforementioned disturbances.
Therefore, it is essential to modify the structure of LFC, to handle the disturbances caused by the RES and load.
With regards to the above problem, this work proposes a novel coordinated LFC strategy with modified control
signal to have Plug-in Hybrid Electric Vehicles (PHEVs) for frequency stability enhancement of the Japanese power
system. Where, the coordinated control strategy is based on the PID controller, which is optimally tuned by the
recently developed JAYA Algorithm (JA). Numerous simulations are performed with the proposed methodology
and, the results have confirmed the effectiveness of a proposed approach over some recent and well-known
techniques in literature. Furthermore, simulation results reveal that the proposed coordinated approach significantly
minimizing the frequency deviations compared to the JAYA optimized LFC without PHEVs & with PHEVs but no
coordination.
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1 Introduction
In the present power system scenario, to meet the
increasing energy demand from traditional power
sources is becoming costly and is also environmen-
tally hazardous, particularly, for islands and remote
locations. By accounting these issues, renewable en-
ergy sources (RES) would be an attractive alternative
solution to fulfill the energy requirements for today’s
power system. These RES are clean, but are intermit-
tent by nature [1] and this nature of RES brings new
operational challenges for grid stability, particularly in
frequency control [2].
Minimizing the frequency deviations from the nominal

frequency (50 or 60Hz) during the perturbations, and

return the frequency to the rated value at steady-state is a
primary objective of LFC. The rate of change of frequency
describes how near the generation is to the load. In trad-
itional power systems, the frequency instability problem
arises only when uncertainty came from the loads [3].
To address this type of LFC problem, several authors

proposed different control techniques [4–17]. In [5–7]
authors proposed PI/PID controllers based on classical
control theory. The classical PID controllers are simple
in structure, but the parameters are tuned in trail &
error method. These methods are tuned based on fixed
operating conditions. So, to optimize the PID controller
parameters according to operating conditions, several
authors are proposed various optimization techniques
[8–17]. In [8] proposed a GA optimized PID controller,
in [9, 10] with PSO algorithm, in [11] with teaching-
learning based algorithm, in [12] with quasi-oppositional
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harmony search algorithm, in [13] with flower pollin-
ation algorithm, in [14] with backstepping algorithm, in
[15] with stochastic fractional algorithm, in [16] with dif-
ferential evolution algorithm, in [17] with artificial bee
colony optimization algorithm, in [18] with bat algo-
rithm, etc.
Most of the LFC strategies as mentioned above are

tested on traditional power systems and have not
accounted the all possible nonlinearities (like gener-
ator rate constraint, turbine-reheat mechanism, boiler
dynamics, and governor dead-band, etc.) and renew-
able sources in the system dynamics. The RES pene-
tration into the system/grid causes following technical
challenges.

1. In today’s modern power system, in addition to
the stochastic nature of the load, the intermittent
nature of RES output power penetration leads to
large frequency fluctuations in the system. The
governors of the thermal and hydro units are not
adequate enough to minimize the frequency
excursions due to their control limitations and
the sluggish response [4].

2. Moreover, high penetration of RES (in spite of
conventional sources) will also reduce the system
inertia with the use of more inverter associated
generation units, which makes the system more
sensitive to disturbances [2, 4].

The above factors challenge the system stability and
create large frequency deviations in the system. So, to
minimize the frequency deviations to a tolerable limit,
the ESSs have turned into an important part in a RES
penetrated interconnected power system. In literature,
several authors considered various ESSs like BESS,
SMES, fuel cells, flywheel energy storage, PHEVs, etc.
in the design of a modern power system [19–21].
Among all these ESSs, PHEVs form an excellent op-
tion due to their fast-acting capability, distributed
availability, and a slow discharge rate while in the idle
condition.
Nowadays, because of the RES integration such as solar

plant and wind farms in addition to traditional power
source non-linearities, the renewable-rich power system
faces new technical challenges [2]. The traditional LFC
schemes fail to maintain the system frequency within the
limit under these conditions [19]. Therefore, these new dif-
ficulties prompted the need of novel control strategies in
power system operation and control [4]. The amount of
RES penetration has been increasing day by day into the
non-linear power systems creates large frequency excur-
sions. Therefore, from the LFC perspective, the PHEVs can
be utilized as a quick power source in the aim of supporting
the frequency control loops for frequency response

improvement of the renewable penetrated power system as
reported in this work.
In the view of the above investigations, this paper

proposes a coordinated control strategy between con-
ventional power sources and PHEVs by introducing
PHEVs in LFC, to mitigate the frequency fluctuations
in the grid/system. A recently developed Jaya algo-
rithm (JA) has been deployed to obtain the optimal
PID controller parameters and to design a robust sec-
ondary LFC regulation loop. The reason for selecting
this algorithm is, it is an algorithmic specific
parameter-free optimization and tuning process is
very simple over other techniques in literature. How
better the proposed approach in improving the dy-
namic performance over the other controllers in the
literature is presented in results and discussion
section.
The contributions and key highlights of the paper are:

1. In this study, a large power system operation and
control have been analyzed in the presence of all
possible power system nonlinearities and renewable
energy sources.

2. A maiden application of JAYA algorithm has been
attempted to tune the parameters of the PID
controller. The supremacy of the JAYA optimized
PID controller in improving the dynamic response
of the system is proven by comparing with some
recent and standard techniques in literature.

3. A novel coordinated control strategy has been
proposed by involving PHEVs with communication
delays in the secondary frequency control loop to
compensate the LFC during RES penetration.

4. Finally, the proposed controller robustness level has
been proven with various critical operating
scenarios of the power system.

2 Modeling of the interconnected power system
This paper focuses on frequency control of the IEE
Japan East 107-bus-30-machine power system includ-
ing conventional power sources, solar power, wind
power, and PHEVs. Figure 1 illustrates a simplified
model of the Japanese power system with RES and
PHEVs. Figure 2 shows the dynamic model of the
Japanese power system considering RES with the pro-
posed coordinated strategy. Each area includes an ag-
gregated model of the thermal and hydro unit with
an aggregated speed control and turbine system. In
area1, the RES and PHEVs aggregator are included.
The detailed modelling of conventional sources with
possible nonlinearities are given in Fig. 3. In this
study, the dead-band effect of governor is about
0.02% for a hydro system and 0.04% for a thermal
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system. The GRC for hydro and thermal is about
3.5%/s and 1.7*10^-2 puMW/s.
In interconnected systems, the disparity between the ac-

tual and schedule generation is termed as Area Control
Error (ACE):

ACE1 ¼ β1�Δf 1 þ ΔPtie;12

ACE2 ¼ β2�Δf 2 þ ΔPtie;21 ð1Þ

Where, β1 ¼ 1
R1

+ 1
R2

+ D1 and β2 ¼ 1
R3

+ 1
R4

+ D2;

Finally, the corrective signal from the controller to PHEV
aggregator and governors of each area can be expressed as:

Uci ¼ KP�ACEi þ KI

s
�ACEi

þ KD� sACEið Þ where i
¼ 1; 2: ð2Þ

The objective of the proposed controller is to
minimize the ACE, such that the frequency deviations
in each area and tie-line power deviation between two
areas are to be restore within the schedule limit.

2.1 PHEVS
The aggregated PHEV model for LFC studies is shown in
Fig. 4. Input to the model is the LFC signal sent from the
central load dispatching center for the proper discharging/
charging of the EVs. The Δ PPHEV for discharging/charging
is selected based on the control signal (Uc1) from the con-
troller. In this work, the Uc1 is determined with the help of

JAYA optimized PID controller. A bi-directional vehicle-to-
grid (V2G) power control PHEV is chosen for this study. In
Fig. 4, the PHEV model consists of primary frequency con-
trol (PFC), LFC and battery charger. The participation fac-
tor (KEV, i) of each EV depends on their respective battery
SOC level. Figure 5 (a) & (b) shows the
Battery SOC vs. KEV, i of idle mode and discharge mode.

Detailed information regarding aggregated PHEV model
and participation factors is available in [21]. The ΔPPHEV is
controlled based on a control signal (Uc1), which is based
on Δf of each area can be expressed as [22]:

ΔPPHEV ¼
−ΔPmax; Uc1 < −ΔPmax

ΔP max; Uc1 > ΔPmax

Uc1; Uc1j j≤ΔPmax

8<
: ð3Þ

2.2 Wind farm model
Figure 6 depicts the aggregated wind turbine generators
(WTGs) based wind farm model. In this wind farm, the
total number of wind generators(N) is divided into different
groups (Ng1,Ng2---Ngn). Each group follows a different wind
pattern. Finally, ΔPWF can be expressed as:

ΔPWF ¼
XN

k; j¼1
ΔPWTGk�Ngj ð4Þ

In this work, GAMESA company WTG is used [23].
Based on wind speed (Vw) and WTG output power data
(PWTG), by using the curve fitting technique, an

Fig. 1 Schematic model of the Japanese power system with a coordinated control approach
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equation for PWTG in terms of Vw is developed. The
‘PWTG’ can be expressed as [23]:

PWTG ¼
Prated; Vrated ≤Vw≤Vcutout

0; Vcutin≤Vw≤Vrated

0:0013V 6
w−0:046V

5
w þ 0:33V 4

w þ 3:68V 3
w−51V

2
w

þ2:33Vw þ 366; else

8>><
>>:

ð5Þ
Δ PWTG is obtained by differentiating the Eq.(5), which

can be expressed as in Eq.(6):

ΔPWTG ¼
0 ; Vrated ≤Vw≤Vcutout

0;Vcutin≤Vw≤Vrated

ð0:0078V 5
w−0:23V

4
w þ 1:32V 3

w þ 11:04V 2
w−102Vw þ 2:33Þ�ΔVw; else

8><
>:

ð6Þ
2.3 PV model
The PV array consists of a combination of modules in series
and parallel, and this combination depends on the required
voltage and current ratings of the solar farm. The PPV varies

due to either change in irradiation (or) load current. In
present LFC studies, it is assumed that the PPV changes only
due to irradiation. Psolar can be computed using (Eq.7).

Psolar ¼ PPV� G
GSTC

� 1þ Kt� Ta þ 0:0256�G�ΔG−TSTC½ �ð Þ ð7Þ

The Δ Psolar based on the change in irradiation can be
computed using the Eq. 8:

ΔPsolar ¼ PPV

GSTC
�ðΔG þ Kt½ΔG�Ta þ G�ΔTa

þ 0:0512�G�ΔG−TSTC�ΔG�Þ;Where;ΔTa ¼ 0

ð8Þ

ΔPSF ¼ ΔPsolar�N ð9Þ
The total change in RES output power (In Fig. 2, ΔPRES)

can be expressed as:

ΔPRES ¼ ΔPWF þ ΔPSF ð10Þ

Fig. 2 Two-area power system model with RES and PHEVs
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3 Proposed method
In the literature, several authors proposed various
swarm-intelligence techniques for LFC problem [3, 7, 8,
24]. But, the problem with these swarm-intelligence
techniques is their performance highly depends on

algorithm-specific parameters. For example, cognitive
parameters (c1,c2) and inertia weight (w) in case of
PSO; crossover, mutation & parent selection in case
of GA. Likewise, the other algorithms such as flower
pollination algorithm (FPO), backstepping algorithm,

Fig. 3 Mathematical Modeling of a) Aggregated thermal unit b) Hydro unit c) Boiler dynamics

Fig. 4 EV aggregator structure
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differential evolution (DE), bat algorithm, grey wolf
optimization, etc., need the tuning of their respective
parameters. Improper selection or tuning of these
parameters may not give the optimal solution. To
overcome this problem, an algorithmic-specific
parameters free technique named Jaya algorithm (JA)
is adopted to tune the gains of PID controller for
LFC problem.
Jaya algorithm was introduced by R.V. Rao in the

year 2016 [25], inspired by the humanoid or animal
activities. As a biological nature, all the humans or
animals in a population are different in many cases.
But, all of them are inspires by the elite or firm
member of the population and, try to away from the

lazy or weak member of the population. By mimick-
ing this nature, throughout this algorithm, a candidate
solution moves away the worst solution and in the
meantime, it moves towards the best solution. This
algorithm has been successfully applied to several en-
gineering problems, because of its fast convergence
and simplicity [26, 27].
Let p be the population size (m = 1,2--p), n be the

number of variables (v = 1,2--n) and ITAE(13) is the
fitness function to be minimized. Based on the
ITAE, the best solution in the population is consid-
ered as Xbest and the worst solution is considered as
Xworst. Xv,m, i is the value of vth variable for the mth

candidate in the ith iteration. Then the updated

Fig. 5 SOC vs. KEV, i a) In idle Mode, b) In discharge Mode

Fig. 6 Aggregated model of the wind farm
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value of each variable X
0
v;m;i in the population can

be expressed as[33]:

X
0
v;m;i ¼ Xv;m;i þ rand1� Xv;best;i− Xv;m;i

�� ��� �
− rand2� Xv;worst;i− Xv;m;i

�� ��� �
ð11Þ

In Eq.(11) it is observable that, a member of the
population is always moving towards the best
solution (‘+’ indication) and away from the worst
solution(‘-’ indication). Moreover, from equation it
is clear that, the proposed algorithm doesn’t depend
on any algorithmic specific parameters unlike other
algorithms. The updated value of the member in the
population (X

0
v;m;i) is accepted only when its value is

better than old value(Xv, m, i). rand1 and rand2
indicates the random numbers between 0 and 1.

X
0
v;m;i ¼

Xv;m;i; ITAE Xv;m;i
� �

> ITAE X
0
v;m;i

� �
X

0
v;m;i; Otherwise

(

ð12Þ

3.1 Sequential steps to tune the proposed PID controller
with JAYA algorithm
Step 1: A random population is generated by initializing
the controller parameters (KP, KI, KD) within the limit
0.01 and 5.0. As there are 6 controller parameters re-
lated to two PID controllers, so the population size is
considered as 50 × 6.
Step 2: The designed Simulink model is run by imple-

menting the integral absolute error (ITAE) as fitness
function (Eq.13) to assess the fitness values of the de-
fined population.

Minimize FFð Þ ¼ ITAE ¼ minimization of
Z tsim

0
t�

ðKP� ACE1j j þ ACE2j jð Þ þ KI

s
� ACE1j j þ ACE2j jð Þ

þs�KD� ACE1j j þ ACE2j jð ÞÞ�dt
ð13Þ

Where, |ACE1| =|Δf1| + | ΔPtie, 12|, |ACE2| = |Δf2| + |
ΔPtie, 21| & tsim = Total simulation time.
Step 3: In the population, identify the best and worst

candidates using Eq.(13).
Step 4: Update each candidate position with respect to

the best and worst candidates using Eq.(11).

Step 5: If the updated candidate (X
0
v;m;i ) is better than

the old one (Xv, m, i); replace the old one or else keep the
old one using Eq.(12).
Step 6: Repeat steps (2) to (5) until the maximum

number of iterations (50) is achieved.
Step 7: if iterations = iterations maximum, the best

member of the population will be treated as the best set
of controller parameters.

Figure 7 illustrates the flow chart for the summarized
steps of the JA-PID controller.

4 Results and discussion
The simulated model of the selected test system has
been formulated by the help of MATLAB (R2015a) soft-
ware, core i7 processor with 8 GB RAM computer. The
test system parameters are listed in Appendix (8.1-8.3).
The performance of the proposed coordinated strategy
is compared with various other strategies in literature.
Moreover, the performance of the selected JAYA algo-
rithm is compared with various other controllers in the
literature like GWO-PID, PSO-PID, GA-PID and Z-N
PID controller under various critical operating scenarios.

4.1 Scenario 1 (In Fig. 2, Area 1 is assumed as an isolated
area)
Objective: To demonstrate the superiority of the pro-
posed control strategy in improving the dynamic re-
sponse of the system over a load and RES perturbations.
Test Condition: A step change of 0.025 p.u. in load

demand & 0.1 p.u. in RES at an instant of 20 s and 130 s
respectively.
Figure 8 shows the dynamic response of area 1(as an

isolated area) with various controllers for scenario 1.
The quantitative analysis of Fig.8 is given in Table 1.The
optimized PID parameters with various optimization
techniques are given in Table 2.

4.2 Scenario 2 (In Fig. 2, simultaneous load perturbations
are considered in area 1 & area 2)
Objective: To demonstrate the superiority of the pro-
posed control strategy in improving the settling time
and overshoot for step load disturbances in area1 and
area 2 simultaneously at 5 s.
Test condition: A step change of 0.1 p.u. and 0.08 p.u.

in the load demand of area 1 and area 2 at 5 s respectively.
Figure 9 (a), (b) & (c) shows the frequency response of

area 1, area 2 and tie-line power deviations between area1
and area 2 respectively. The quantitative analysis of Fg.9
(a)-(c) is given in Table 3. For better view of results, the
proposed controller is compared with recent approaches
in the literature by ignoring Zigler-Nicholas tuned PID
controller.

4.3 Scenario 3 (In Fig. 2, the real-time load, solar and
wind power fluctuations are considered simultaneously)
Objective: To demonstrate the impact of PHEVs in
minimizing ACEof a renewable penetrated power
system. For this scenario, three control mechanisms
are considered. These are:

1. Without any Load Frequency Control (LFC).
2. With JA-PID controller without any PHEVs.
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3. Proposed coordinated JA-PID controller with PHEV
aggregator.

Fig. 10 (a)-(b) depicts a real-time wind farm and
solar farm output power perturbations in area 1 re-
spectively. Figure 10 (c) depicts real-time load distur-
bances in area 1. Figure 10 (d), (e) and (f) shows the
frequency response of area 1, area 2 and tie-line
power deviations between area1 and area 2 respect-
ively. From Fig. 10 (d), (e) and (f), using the PHEVs
c in LFC , the frequency stability of the power system
was enhanced significantly. The system frequency and

the tie-line power flow deviations are greatly reduced
by the proposed control strategy. The dynamic re-
sponse of various control mechanisms in terms of
ITAE (as mentioned in Eq.13) are given in Table 4.

4.4 Scenario 4 (The same conditions as mentioned in
scenario 3)
Objective: To demonstrate the impact of coordinated
control of conventional power sources and PHEVs in
minimizing ACE of a renewable penetrated power sys-
tem. For this scenario, two control mechanisms are con-
sidered. These are:

Fig. 7 Flowchart of JA-PID controller
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1. PHEVs in frequency regulation but, no coordination
between conventional power sources (CPS) and
PHEVs.(i.e., PHEVs are included in primary
frequency regulation).

2. Coordinated control between CPS and PHEVs.(i.e.,
PHEVs are included in secondary frequency regulation).

Figure 11 (a)-(b) shows the frequency response of
area 1 and area 2 and Fig. 11 (c) shows the tie-line
power deviations between area1 and area 2 respectively.
The dynamic response of various control mechanisms
in terms of ITAE (as mentioned in Eq. 13) are given in
Table 5.

5 Summary of simulation results

1. From scenario 1 & 2, the simulation results reveal
that the proposed JA-PID controller is improving
the dynamic response of the system (as an isolated
area) for a step load disturbance over recent and
standard controllers in literature.

2. From scenario 3, it is clear that the interaction of
PHEVs reducing the system error (ACE)
significantly. On the other hand, CPS alone is

unable to maintain the system frequency within the
tolerable limits (i.e. 50 ± 0.2 Hz).

3. From scenario 4, the simulation results reveal that
the proposed coordinated approach (i.e. coordination
of CPS & PHEVs in secondary frequency control) is
minimizing the system error (ACE) to a great extent

Fig. 8 Scenario 1 frequency deviation response

Table 1 Dynamic response of various controllers for scenario 1

Methods Performance indices

Peak
Undershoot
(Hz)

Settling time
(sec)

Peak
overshoot
(Hz)

Settling Time
(Sec)

Z-N PID 49.79 30 50.4 33

GA-PID
[19]

49.85 20 50.2 21

PSO-PID
[20]

49.93 17 50.12 18

GWO-PID
[22]

49.975 15 50.08 15

JAYA-PID 49.99 10 50.05 11.5

Table 2 Optimized PID parameters with different approaches

Methods Traditional LFC PID parameters

KP KI KD

Z-N PID 0.06 1.13 0.1

GA-PID[19] 0.504 1.51 1.16

PSO-PID[20] 0.3064 2.3027 0.7361

GWO-PID[22] 0.1639 1.9193 0.9317

JAYA-PID 0.0485 2.1321 0.2646

Fig. 9 (a), (b) Δ f1 and Δ f2 for scenario 2, (c) Δ Ptie, 12 for
scenario 2
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over PHEVs in primary frequency control (i.e. CPS
and PHEVs are not incoordination).

6 Conclusion
This work presented a novel optimal LFC scheme coor-
dinated with PHEVs to enhance the frequency response
of a renewable penetrated power system. A recently
developed swarm-intelligent technique named JAYA
algorithm is applied to optimize the PID controller in
the aim of both PHEVs output power control and fre-
quency regulation of the power system. The impact of
RES on frequency control has been analyzed, and after
that to exhibit the capability of the proposed approach,
a comparative study with some standard and recent
optimization techniques was performed.
In scenario 1 and scenario 2, the dynamic response of

the system with the proposed approach in terms of set-
tling time and undershoot/overshoots are studied. In
scenario 3 and scenario 4, the frequency deviation re-
sponse of RES penetarted power system have been ana-
yzed with optimized PID controller and PHEVs in PFC
and LFC loops are studied. Further, the presence of
PHEVs enhanced the capacity of LFC in the presence of
RES. Finally, the presence of PHEVs in the secondary
loop of LFC and coordinating with conventional power
sources is significantly improving the system dynamic
response over without PHEVs and with PHEVs in the
primary loop.

7 Nomenclature
7.1 For the two-area power system
M1, M2 Equivalent inertia of the area1 & area 2.
D1, D2 Equivalent load damping coefficient of the area1
& area 2.
Δf1, Δf2 Frequency deviation of the area1 & area 2.
Uc1, Uc2 Command signal from the controller to the
governor in area1 & area 2.

Table 3 Dynamic response of various controllers for scenario 2
instead of optimized PID parameters with different approaches
Methods Performance indices

Area 1 Area 2 Tie-line power
deviation

Peak
Undershoot
(Hz)

Settling
Time
(sec)

Peak
Undershoot
(Hz)

Settling
Time
(sec)

Peak
Undershoot
(MW)

Settling
Time
(sec)

GA-PID
[19]

49.941 44 49.895 52 55 45

PSO-PID
[20]

49.969 24 49.987 21.5 9 19.5

GWO-
PID [22]

49.976 21 49.989 18 7 17

JAYA-
PID

49.98 18 49.9915 15 4 11

Fig. 10 a) Wind farm power deviations, b) solar power
deviations, c) Load profile, d), e) Δ f1 and Δ f2 for scenario 3
f) Δ Ptie, 12 for scenario 3
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1
R1
; 1
R3

droop characteristics of the aggregated thermal

unit in area 1 & area 2.
1
R2
, 1

R4
droop characteristics of the aggregated hydro unit

in area 1 & area 2.
T12 Synchronizing coefficient.
β1, β2 Equivalent frequency bias factor in area 1 & area
2.
ΔPL1, ΔPL2 Change in load profile in the area1 & area 2.

ΔPtie, 12 tie-line power deviation between area 1 & area
2.
ΔPt1, ΔPt2 Change in the output power of the aggregated
thermal unit in area1 & area 2.
ΔPh1, ΔPh2 Change in the output power of the aggre-
gated hydro unit in area1 & area 2.
ACE1, ACE2 Area control error in area 1 & area 2.
ΔPRES Change in the RES output power.

7.2 For the PHEVs
Uci Control signal received by the PHEV aggregator
from optimized PID controller.
Δ PPHEV Change in PHEV aggregator output power.
Δ PMax The maximum allowable discharging power from
the EV aggregator.
-Δ PMax The maximum allowable charging power to the
EV aggregator.
e−sT Communication delay between PHEV aggregator
and LFC-control center.
1
Rav

Droop characteristics of the PHEV aggregator.

KEV, i Participation factor of each PHEV.
NEV Number of PHEVs in the aggregator.
TEV, i Time constant of the PHEV.
soc. state of charge.

7.3 For the wind farm
ΔPWF Change in the wind farm output.
PWTG WTG output power.
Prated The rated output power of WTG.
ΔPWTGk Change in the Kth Wind generator output
power.
VW Wind velocity.
k Number of WTGs in each group.
j Number of WTG aggregator in wind farms.
Ngj Number of WTGs in the jth group.

7.4 For solar farm
GSTC Reference sun irradiance (1000 w=m2 ).

G current sun irradiance.
ΔPSF Change in the solar farm output.
PPV Panel rated power at standard operating conditions.
Ta Ambient Temperature.
TSTC ` Reference temperature (i.e. 250C).
Psolar Solar output power of a group.
N No of groups in the solar farm.

Table 4 Calculated values of fitness function (13) for scenario 3

Scenario Without
any LFC
Scheme

With JAYA optimized
LFC without any PHEV
Aggregator

With JAYA optimized
LFC coordinated with
PHEV Aggregator

Scenario 3 0.28 0.092 0.0006

Fig. 11 a), b) Δ f1 and Δ f2 for scenario 4 c) Δ Ptie, 12 for
scenario 4

Table 5 Calculated values of fitness function (13) for scenario 4

Scenario With JAYA optimized LFC, but
PHEV aggregator in primary
frequency control

With JAYA optimized LFC
coordinated with PHEV
Aggregator

Scenario 4 0.0018 0.0006
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8 Appendix
8.1 IEE-Japan-East-107-Bus Data
M1 = 8.85s; M2 = 9.2s-; D1,D2 = 0.04puMW/Hz; β1,β2 =
0.4566puMW/Hz;
R1-R4 = 2.4 Hz/puMW; T12 = 5.

8.2 Thermal and Hydro Generator Data
TTT = 0.3 s; Tr1 = 10 s; TGT = 0.2 s; Kr1 = 0.333; Kib = 0.03;
K1,K2,K3 = 0.85,0.095,0.92; Cb = 200; Trb = 69 s; Tib = 26 s;
Tf = 10 s; RT, RH = 2.4 Hz/puMW; T1 = 0.513 s; T2 = 10 s;
Tw = 1 s; TGH = 0.1 s.

8.3 PHEV Data
Δfl, Δfu = Lower and upper frequency dead bands (− 100
mHz & 100mHz); Rav = 2.4 Hz/ puMW; KEV,i (average) =
0.55, TEV,i = 0.1.
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