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This paper proposes a DC fault protection strategy for large multi-terminal HYDC (MTDC) network where MMC
based DC-DC converter is configured at strategic locations to allow the large MTDC network to be operated
interconnected but partitioned into islanded DC network zones following faults. Each DC network zone is protected
using either AC circuit breakers coordinated with DC switches or slow mechanical type DC circuit breakers to
minimize the capital cost. In case of a DC fault event, DC-DC converters which have inherent DC fault isolation
capability provide firewall’ between the faulty and healthy zones such that the faulty DC network zone can be
quickly isolated from the remaining of the MTDC network to allow the healthy DC network zones to remain
operational. The validity of the proposed protection arrangement is confirmed using MATLAB/SIMULINK simulations.
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Introduction

HVDC is an economic solution of transmitting large
amount of power over a long distance compare to the
traditional HVAC transmission system due to less trans-
mission losses and smaller cable size for given power
level. Voltage source converter (VSC) technology is be-
coming the main focusing area of recent HVDC research
due to its inherent flexible ability of independent active
and reactive power control, AC voltage support, and
black—start capabilities [1, 2].

There are different network topologies to develop a
large MTDC network. At present radial and meshed
type network configurations are the most common ones.
Radial network configuration is similar to the traditional
AC distribution system. Meshed network configuration
is more reliable than radial due to redundant supply
channels but incur higher cable cost. Any topology can
be configured, once technical and economic benefits of
the network operators have been dealt with [3].

The major challenges towards the protection of an
MTDC network in the event of a fault at the DC side of
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the network include fault detection, fault location and
isolation [4—6]. Due to low impedance of the DC net-
work there is steep rise in fault current and fast DC volt-
age collapse which can potentially damage the power
electronics converter and disrupt power transmission
across the whole DC network. Therefore, a robust and
accurate protection system is required which can detect
the fault and its location and isolate the faulty section in
a selective manner allowing fast restoration of the sys-
tem following a DC fault [6-9].

Various protection strategies have been proposed for
MTDC networks [10-14]. In [10] a handshaking’ protec-
tion method for VSC based MTDC network is proposed
where DC switch and AC circuit breakers (ACCBs) are
used to protect the entire system though the complete
network has to be shutdown and de-energized to allow
the DC switches to isolate the faulty branches. The pro-
posed concept can pose major operational problems for
a large MTDC network and connected AC systems as
the large ‘loss of infeed’ may cause large excursion in AC
frequency. Thus, fast and reliable protection is
mandatory for fast fault clearance to avoid complete
shutdown of the entire network so as to minimize the
disturbances to the connected AC networks. Some
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MMC topologies [15-17] can block or control DC fault
current but resulting additional capital cost and power
loss. In addition, such converter topologies cannot iso-
late fault from the MTDC network apart from protect-
ing themselves from over-current so additional DC
protection equipment is still required.

For MTDC network protection, different types of DC
circuit breakers (DCCBs) such as slow mechanical
DCCBs, solid state DCCBs and hybrid DCCBs, have
been proposed [18, 19]. Some DCCBs, e.g., solid state
and hybrid types are capable of operating within a few
milliseconds but to avoid complete shutdown of the en-
tire MDTC network they will have to be used at every
cable branch leading to excessively high capital cost, lar-
ger footprint and high on state losses (for solid state
DCCB only). In contrast, slow mechanical DCCBs incur
low capital cost and low loses [20].

DC-DC converters allow DC sections with different
DC voltage levels to be interconnected. They can also
isolate DC faults rapidly and allow the healthy part of
the network remains operational. Various studies have
been conducted with different DC-DC converter top-
ology [21, 22] for MTDC network though its high capital
cost and power loss, and larger footprint mean its use
has to be carefully considered.

The main contribution of this paper is on the use of
DC network partition but interconnected using DC-DC
converters at strategic locations. The partitioned DC
network zones can be protected by means of ACCBs,
DC Switches and slow DCCBs depending on their indi-
vidual network configuration. The main purpose of the
protection arrangement is to minimize the use of expen-
sive DCCBs and DC-DC converters to reduce the capital
cost of large MTDC networks. The rest of the paper is
structured as follows: Section II describes the fault
behaviour of half bridge MMC based converters. Large
MTDC network partition with protection arrangement
is outlined in section III and detailed system configur-
ation is considered in section IV. In section V, two case
studies in Matlab/Simulink environment is performed to
demonstrate the validity of the proposed protection ar-
rangement and finally, section VI draws the conclusions.

DC fault behavior

In a MTDC network, a single DC fault can cause serious
consequences due to low impedance of the DC network
leading to high fault current propagating throughout the
entire network that could enforce the complete shut-
down of the network for prolonged period [23]. As soon
as a DC fault occurs, there is a step rise in DC current
due to the discharge of the DC cable capacitor and AC
side current starts feeding through the freewheeling
diodes which could cause damage to the power electron-
ics devices [24]. There are various reasons, which can
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lead to a DC fault such as lightening strike in case of
overhead lines, ship anchors for undersea cables, elec-
trical stress, cable aging, physical damage, environmental
stress etc.

To analyse the DC fault behaviour, an equivalent
circuit of a half bridge MMC is shown in Fig. 1, and a
number of stages can be considered which has been well
documented in [25]. Unlike the conventional two-level
VSCs, half bridge MMC experiences considerably lower
DC fault current due to relatively small cable capaci-
tance and absence of large DC link capacitors at con-
verter terminals. A DC line-to-line fault is applied at
1.1 s and the MMC is blocked 1 ms after the fault initi-
ation. Figure 2 illustrates the system response during the
fault period. Long (Fig. 2(a)-(e)) and short (Fig. 2(f)-(j))
duration time-scale waveforms have been presented for
ease of analysis. The DC link voltages depicted in
Fig. 2(a) and (f) show immediate drop with oscillations
after the fault initiation and reach to negative values due
to the presence of the arm reactance. In the meantime,
there is a step rise in the DC link current as shown in
Fig. 2(b) and (g). Fig. 2(c), (h) and (d), (i) show the upper
and lower arm currents respectively, and Fig. 2(e) and (j)
show large AC fault currents feeding from the AC net-
works during the fault period. This AC fault current flows
through the freewheeling diodes before being interrupted
by the opening of the ACCB whose tripping time is set at
80 ms after the detection of AC over current.

MTDC network partition and protection
Network partition
Significant challenges need to overcome to protect a
large scale MTDC network in the event of a single DC
fault. The straight forward solution is to install fast act-
ing DCCBs at every DC cable connection points though
it will incur huge cost in system protection. Therefore, a
number of facts need to be considered while configuring
a large MTDC network protection such as infrequency
of DC fault events, inconsistency of power generation
from wind farms and investment in protection cost. To
rationalize the cost and reliable protection, a large
MTDC network can be partitioned into a number of
small DC network zones. In case of a fault event in a
particular zone, the fault can be isolated by clearance
from AC side protection and DC switches [13, 26, 27].
The acceptable permanent ‘loss of infeed’ is 1.8 GW
currently in UK according to the system operator in
order to maintain network stability. The ‘loss of infeed’
could be due to a fault event or regular maintenance.
Therefore, while partitioning a large MTDC network,
each DC network zone should be configured in such a
way that the total permanent ‘loss of infeed” is kept
below the maximum power loss criterion in the event of
a fault. But this partitioning reduces the operational
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flexibility of the MTDC network. An alternative option
to protect a large MTDC network is to use DC-DC
converters located at strategic locations, joining different
DC network zones allowing the entire network to be
operated interconnected at pre-fault condition but parti-
tioned into islanded DC network zones following any
fault events. An example DC network configuration is
shown in Fig. 3 where MMC based DC-DC converters
are used. In case of a fault event in one of the DC net-
work zones at least two DC network zones can remain
operational. Each network zone can be protected using
different protection arrangement depending on their
configurations.

Protection arrangement

There are different options to clear the DC side faults
without causing a large loss of infeed in a large MTDC
network. The main purpose of this work is to keep the
healthy zone in the large MTDC system operational all
times following a DC fault by means of using DC-DC
converter at strategic location. Each DC network zone
can be protected using any combination of slow mech-
anical DCCBs, ACCBs and DC switches depending on
the zone configuration. The following steps are consid-
ered for the proposed system to clear a DC fault allow-
ing the healthy zones to remain operational:

Step 1: Using local current measurement in the
converter arms and DC sides to detect the fault.

Step 2: If converter arm currents reach above pre-
determined set value converter will be blocked. This
applies to all the AC-DC and DC-DC converters and
will isolate the faulty zone from the healthy ones.

Step 3: By opening the ACCBs and DC switches or the
slow DCCBs in the faulty zone, the DC fault can be
isolated.
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Step 4: After isolating the faulty part within the faulty
zone remaining part of the network can be restarted
and can be reconnected to the healthy zones depending
on fault location.

System configuration

Figure 4 shows the six-terminal MTDC system consid-
ered in the paper consisting of 6 half bridge MMCs con-
nected to AC systems. The system contains two DC
network zones (one radial and one meshed network
respectively) which are interconnected by DC cables
equipped with a DC-DC converter. No Fast acting
DCCBs are used within any DC network zones so as to
reduce the cost and power loss. Here DC network Zone
1 (£320 kV DC) which is a radial network is protected
using ACCBs and DC switches. As for the DC network
Zone 2 (+400 kV DC), a meshed network configuration
is used with increased reliability due to redundant
supply channels. For this DC Zone 2, slow mechanical
DCCBs are installed.

The proposed protection arrangement is applied to the
MTDC system shown in Fig. 4 and is verified in
MATLAB/SIMULINK environment. The MMC con-
verters are modeled as average value models which pro-
vide faster simulation speeds. The average MMC model
consists of controllable voltage and current sources
where additional semiconductor devices are added to
replicate the same functionality during normal operation
as well as fault event. In this system configuration n
model of the cable is considered.

Simulation result

The Station 2 and 4 are assigned to transmit 800 MW
and 700 MW power to the DC grid, respectively. Both
Station 3 and 6 transmit 400 MW power to their re-
spective AC grids whereas Station 1 and 5 regulate the
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DC link voltages (640 kV and 800 kV respectively) of
DC Zone 1 and 2, respectively. The DC-DC converter’s
Station B (connected to Zone 2) is designed to transmit
200 MW power from Zone 1 to Zone 2 while Station A
(connected to Zone 1) is set for controlling the internal
AC source voltage in the DC-DC converter. All con-
verters operate at unity power factor for simplicity.

Case 1-fault in zone 1

When the system reaches its steady state condition, a
DC line-to-line fault is applied at the time instant of
1.5 s. The fault is placed at the midpoint of the transmis-
sion cable L12 and the protection system is in place
throughout the network as required.

The main concept of protection arrangement in DC
Zone 1 (radial network) is that, in case of any fault
events within Zone 1, the DC-DC converter can quickly
isolate the faulty Zone 1 by blocking its converter such
that DC network Zone 2 can remain operational all the
times. The faulty section in Zone 1 can then be isolated
by means of using ACCBs and DC switches. In this case,
after isolating the faulty section Station 1 is restarted to

reconnect it to Zone 2 where Station 2 and 3 transmit
power among themselves after restarting process.

The obtained results demonstrating the system’s
behavior are presented in Figs. 5, 6 and 7 for DC voltage,
DC currents, and arm currents, respectively. It is obvi-
ous from Figs. 5 and 6 that the DC voltages in Zone 1
(all stations) are severely affected after fault initiation
leading to a step increase in the DC link current. The
DC over current flowing through the DC-DC converter
(not shown due to space limitation) is quickly detected
resulting an immediate blocking of the DC-DC con-
verter which isolates Zone 1 from Zone 2. Apart from
the loose of 200 MW previously transmitted from Zone
1 to Zone 2 through the DC-DC converter which results
in the change of the power (DC current) for Station 5
(DC voltage controller) it is evident that there is insig-
nificant impact on the DC voltages in Zone 2 due to the
fast blocking of the DC-DC converter.

Figure 7 represents the upper arm currents. In this
proposed system, fault is detected in the DC-DC con-
verter and each AC-DC converters located in Zone 1
when their respective arm currents exceed pre-defined
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maximum values. In this simulation study Station 1-3 and
DC-DC converter stations are blocked at 7 ms, 4 ms,
8 ms and 7 ms respectively after the fault initiation. After
blocking the converter arm currents continue increasing
(see Fig. 7) through the freewheeling diodes.

In this study the ACCBs equipped in Station 1-3 are
opened at 107 ms, 104 ms and 108 ms respectively, after
the fault initiation (including 100 ms delay). Upon
opening the ACCBs the converter arm currents in sta-
tion 1-3 are gradually brought to zero as shown in Fig. 7.
The DC current in Zone 1 can take considerable time to
decay as evident in Fig. 6 due to the low resistance in
the DC cables.

System recovery process is one of the key factors for a
large MTDC system. It is worth noted that loss of a
transmission line due to fault results in a reduction in
overall power capacity of the MTDC network leading to
a direct consequence on the remaining healthy lines of
the network.
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Proper power rescheduling is required to ensure stable
system operation during system recovery process. In this
simulation, the faulty transmission cable L12 are discon-
nected by DC switches which are opened when the DC
link current of the faulty cable reaches approximately
zero. Here DC switches are opened at around 3 s
(1.502 ms after fault initiation). Once the faulty part is
cleared from Zone 1, all ACCBs are reclosed again for
Station 1-3 at 3.057 s, 3.054 s and 3.058 s respectively.
Then Station 1 and the DC-DC converter are restarted
at 3.1 s to reconnect with DC network Zone 2. The
transmitted power from Station 1 through the DC-DC
converter to Zone 2 is again set at 200 MW after
recovery.

As can be seen in Fig. 6, the DC link current at the
DC voltage controller, ie., Station 5, changes accord-
ingly. Station 2 and 3 are restarted at 3.154 s and 3.158 s
respectively to transmit power among the two. Here
Station 2 controls the DC link voltage and Station 3 reg-
ulates active power at 400 MW. The complete system
reaches in steady state within 400-500 ms after the
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is that, in case of any fault events within Zone 2, the
DC-DC converter can quickly isolate the faulty zone by
blocking its converter such that the DC network Zone 1
can remain operational all the times. Fault section with
the faulty Zone 2 can then be isolated by means of using
slow DCCBs. In this case, after isolating the faulty
section all stations in Zone 2 are restarted and are
reconnected with Zone 1.

The obtained results demonstrating the system’s be-
havior are presented in Figs. 8, 9 and 10 for the DC
link voltages, DC link currents, and arm currents,
respectively. Long and short duration time-scale wave-
forms have been presented for ease of analysis. It can
be seen from Figs. 8 and 9, that the DC voltages at all
station in Zone 2 are severely affected after fault initi-
ation leading to step increases in DC link currents.
The DC over current flowing through the DC-DC
converter is quickly detected resulting an immediate
block of the DC-DC converter isolating Zone 2 from
the healthy Zone 1. It is evident that there is little

impact on DC Zone 1 apart from the temporary re-
schedule of the power flow as Station 1 has to trans-
mit the extra 200 MW previously flowing through the
DC-DC converter to Zone 2.

Figure 10 represents the upper arm currents. In the
proposed system, faults are detected in each converter
located in Zone 2 and the DC-DC converter using auto-
matic arm over-current detection and blocking method.
In the simulation Station 4—6 and the DC-DC converter
are blocked at 3 ms, 4 ms, 4 ms and 4 ms respectively
after the fault initiation.

After blocking the converter, the arm currents con-
tinue increasing (see Fig. 10) through the freewheeling
diodes. Here Zone 2 is protected using slow mechanical
DCCBs. In this simulation study the slow DCCBs are
opened with 20 ms mechanical delay after over-current
detection and only those DCCBs whose detected over-
currents flow into the connected DC cables are opened.



Rahman et al. Protection and Control of Modern Power Systems (2016) 1:19

Page 8 of 9

a
0 g 0
é '0.5-—] (\,~—— é _0.5—\\//\_.
5 -1 § -1
515 3 -15
o o
-2 2
1 2 3 4 5 14 15 16 17 18 19 2
DC Link Current Station1 DC Link Current Station1
b 2 h 2
A U I ¥ S S
g ! g !
5 05 505
o o
0 0
1 2 3 4 5 14 15 16 17 18 19 2
DC Link Current Station2 . DC Link Current Station2
C 1
0 0
§-0»5___,A,—_— é-O-S_V,-\_—,_
5 -1 5 -1
515 5 -15
o o
-2 2
1 2 3 4 5 14 15 16 17 18 19 2
DC Link Current Station3 . DC Link Current Station3
12 j 12
s s < s
5 4 " 5 4
5 of ¥ 5 0
o o
-4 -4
1 2 3 4 5 14 15 16 17 18 19 2
DC Link Current Station4 DC Link Current Station4
k
e 12 12
$s S s
‘5 4 g 4
S5 0¥ 50
o ¥ o
-4 -4
1 2 3 4 5 14 15 16 17 18 19 2
DC Link Current Station5 DC Link Current Station5
f 9 I 9
Se $e
3 °Fr 3°
-3 -3
1 2 3 4 5 14 15 16 17 18 19 2

Time(s)
DC Link Current Station6

Time(s)
DC Link Current Station6

Fig. 9 System behavior on the DC Current during a DC fault at 1.5 s

As the fault is in cable L45, DCCBs at both ends of L45
will see current flowing into the fault and whereas for
other cables (i.e., L46 and L56) only DCCBs at one side
of each cable see fault current flowing into the cable.
Therefore, L45 will be completely isolated by the DCCBs
whereas 146 and L56 only disconnect on one ends.
Upon the opening of the DCCBs the DC link currents
and converter arm currents in Station 4-6 are quickly
brought to zero (see Figs. 9 and 10).

System recovery process for Case 2 is quicker than
Case 1 due to the different protection arrangements in-
stalled in Zone 2 (DCCBs) compared to that of Zone 1
(ACCBs and DC switches). After the faulty cables L45
are disconnected by opening the relevant mechanical
DCCBs all others DCCBs (meaning L46 and L56) are
reclosed again for restoration of Station 4—6 at 73 ms,
64 ms and 69 ms respectively. Then the DC-DC con-
verter is restarted at 104 ms for normal operation

a 2 d 2
g0 g0
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g4 g4
36 36
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Upper Arm Current Station4 Upper Arm Current Station4
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Upper Arm Current Stations Upper Arm Current Station5
c, f
ER E]
€ 2 £ 2
£
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Time(s) Time(s)
Upper Arm Current Stationg Upper Arm Current Station6
Fig. 10 Upper Arm currents during a DC fault at 1.5 s

reconnecting Zone 1 and 2 where the same pre-fault
200 MW is transmitted from Zone 1 to Zone 2. All Sta-
tions in Zone 2 are operated as their pre-fault control
modes. The entire MTDC network transmits the same
amount of power after losing one cable (L45) due to me-
shed configuration in Zone 2. The system’s restoration
process presented in Figs. 8, 9 and 10, gives satisfactory
performance. In this simulation study, the system is
reached in steady state within 80-100 ms after the recov-
ery process.

Conclusion

Partition of a large MTDC network into different DC net-
work zones is proposed where DC-DC converters in-
stalled at strategic locations allowing interconnected
network operating with inherent DC fault isolation and
‘firewall’ between the different DC zones. This proposed
protection configuration ensures accurate and robust pro-
tection option for the system with low investment in pro-
tection cost, and continuous operation of the healthy
zones during a fault event in other zone of the MTDC
network is achieved. The simulation results corresponding
to DC fault protection have been presented for a MTDC
network containing one radial DC zone and one meshed
DC zone, and give satisfactory results. The proposed con-
cept can be an attractive approach to interconnect various
grids to form a large MTDC network in future.
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