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Abstract 

In this paper, a cloud-edge-end collaboration-based control architecture is established for frequency regulation 
in interconnected power systems (IPS). A model predictive control (MPC)-based load frequency control strategy 
for the IPS with photovoltaic aggregation and energy storage systems under model uncertainty and communication 
delay is proposed. This can effectively overcome the issues of model uncertainty, random load perturbation and com-
munication delay. First, a state space model for the IPS is constructed. To coordinate the frequency and contact line 
power fluctuation of the IPS, a robust controller based on the theory of MPC is then designed. Then, considering 
the communication delay of frequency response commands during transmission, a predictive compensation mecha-
nism is introduced to eliminate the effect of delay while considering model uncertainty. Finally, simulation results 
verify the effectiveness and robustness of the proposed control strategy.

Keyword  Cloud-edge-end collaboration interconnected power systems load frequency control photovoltaics 
aggregation model predictive control predictive compensation mechanism

1  Introduction
Maintaining frequency stability is critical to the safe 
operation of power systems [1]. To improve the reliability 
of power systems, multiple independent generation areas 
are interconnected via contact lines to form intercon-
nected power systems (IPS) [2]. Automatic generation 
control is the key to maintaining the stable operation of 

IPS, while load frequency control (LFC) is one of impor-
tant components [3]. LFC reduces the frequency devia-
tion and contact line power fluctuation of the IPS. In 
addition, an increasing number of decentralized renew-
able energy sources (RESs) are being connected to the 
power grid because of the increasing environmental chal-
lenges arising from conventional power sources [4]. RESs’ 
randomness and volatility may increase oscillations and 
cause system instability and blackout accidents [5, 6]. 
Nevertheless, in order to avoid frequency deviation and 
contact line power fluctuation caused by RESs to the IPS, 
it is usually necessary to use information and communi-
cation technology to control the aggregation of massive 
decentralized distributed RESs such as photovoltaics and 
energy storage systems (ESS) [7, 8].

Considering photovoltaic aggregation (PVA) and ESS 
(such as capacitive energy storage [9]) access to the IPS, 
employing an efficient LFC controller can effectively 
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enhance the stability of the system frequency. To guar-
antee safe and efficient power supply of the IPS, the LFC 
needs to have good resistance to load perturbation and 
robustness against system model uncertainty [6]. Thus, 
in addition to accessing PVA and ESS units, it is essential 
and imperative to design an advanced and robust LFC 
strategy to reduce frequency deviation and contact line 
power fluctuation of the IPS.

1.1 � Literature review
Over the past few decades, there have been a lot of stud-
ies on LFC. Classical proportional integral (PI) control 
was first adopted to solve the LFC problem [10]. How-
ever, issues such as system uncertainty, load variation and 
external disturbance occur in power system operation 
[11], all of which affect the performance of traditional PI 
control. In view of these limitations, many researchers 
employed the method of optimizing PI controller param-
eters to address the frequency control issue and improve 
the stability of the system, including: (1) based on physi-
cal optimization algorithms, such as simulated annealing 
(SA) [12], gravitational search algorithm (GSA) [13], etc.; 
(2) based on group optimization algorithms, such as the 
artificial bee colony algorithm (ABC) [14], cuckoo search 
(CS) [15], etc.; and (3) based on evolutionary optimiza-
tion algorithms, such as the genetic [16] and firefly algo-
rithms [17], etc. For modern power systems, there exist 
multiple constraint situations. Consequently, the above 
optimization algorithms encounter the issue of long 
processing time owing to slow convergence and dimen-
sional catastrophe [18]. These render them arduous in 
accomplishing the expected control effect for classical PI 
control.

Hence, there have been numerous studies on LFC con-
trollers based on modern control theory. Reference [19] 
proposes robust control to address the LFC problem of 
multi-region IPS due to load perturbation and param-
eter uncertainty. For the LFC problem of multi-source 
and multi-area IPS, a variable structure control method 
is introduced in [20], while in order to maintain the sta-
ble operation of IPS, reference [21] designs a fuzzy logic 
controller. In [22], a neural network approach is applied 
to the LFC controller to reduce the frequency fluctuation 
of IPS caused by load perturbation. In order to guarantee 
that the frequency fluctuation of multi-area IPS can con-
verge to a small range, reference [23] designs an adaptive 
control strategy. The modern control methods mentioned 
above can indeed tackle issues such as system uncer-
tainty to enhance performance of IPS, but they also affect 
the control effects because of factors such as inaccurate 
models and complex actual system structures, and there 
are defects in practical application [24]. The Flexible AC 
transmission system (FACTS) is employed for an LFC to 

improve the quality of power supply in [25], whereas in 
[26], a sliding mode control method is proposed for the 
problem of IPS frequency fluctuation caused by random 
load change and system parameter uncertainty. However, 
so far, there exist few studies on the LFC of PVA and ESS 
access to the IPS under the conjunction of model uncer-
tainty and intra-area communication delay.

The controller based on model predictive control 
(MPC) has strong ability to deal with system uncertain-
ties and external disturbances [24]. Thus it has been 
widely used in power systems, such as frequency control 
[24, 27], optimal scheduling [28, 29] and voltage control 
[30, 31]. MPC can predict the future system state accord-
ing to the state space model of the system, compare with 
the control reference signal in each sampling period, 
and perform rolling optimization to the output optimal 
control signals of the system combining with the system 
constraints [32]. Consequently, based on MPC, this paper 
combines the cloud-edge-end collaboration-based LFC 
architecture, and proposes a predictive compensation 
mechanism (PCM) strategy to design the LFC control-
ler to enhance the dynamic performance of the IPS with 
PVA and ESS under model uncertainty and communica-
tion delay. To the extent of the authors’ knowledge, this 
is the first time that the cloud-edge-end collaboration-
based LFC architecture is designed based on the cloud-
edge collaboration information architecture [33].

1.2 � Contributions
The main contributions of this work are:

(1)	 A cloud-edge-end collaboration-based LFC archi-
tecture is proposed to support the safe and stable 
operation of the IPS based on the cloud-edge collab-
oration information architecture. It is dedicated to 
facilitating the participation of multi-regional power 
systems in frequency regulation by providing a uni-
fied cloud control center. Thus, the frequency issues 
of the IPS may be solved over a large area and wide 
scale via the collaborative work of edge servers.

(2)	 Compared with the work in [24, 34], the proposed 
IPS model fully considers the positive effect of the 
PVA and ESS on system frequency control. The 
model can effectively mitigate the frequency and 
contact line power deviations, and guarantee the 
safe and efficient power supply of the IPS. There-
fore, it may be a new design reference for the stud-
ied IPS.

(3)	 Based on the proposed IPS model, a state space 
model considering PVA and ESS access to the IPS 
is first established. Compared with [24, 27], this 
paper designs an MPC-based controller based on 



Page 3 of 17Gorbachev et al. Protection and Control of Modern Power Systems            (2023) 8:52 	

the proposed state space model, and considers the 
influence of model uncertainty and communication 
delay. This improves the robustness and security of 
the IPS.

(4)	 In different case scenarios, compared with  tradi-
tional PI control [10, 35], the superiority of the 
proposed strategy in frequency regulation and the 
effectiveness of the PCM in eliminating the influ-
ence of time delay are validated.

To make the proposed control strategy easier to com-
prehend, a diagrammatic overview of the entire paper is 
presented in Fig. 1.

1.3 � Paper organization
The rest of this paper is summarized as follows: in 
Sect. 2, the IPS frequency control architecture and model 
are presented, while Sect.  3 describes the design of the 
MPC-based controller and PCM considering model 
uncertainty. Simulation results are provided in Sect. 4 to 
verify the superiority of the proposed control strategy, 
and Sect. 5 concludes the paper.

2 � System description and modeling
In this section, a cloud-edge-end collaboration-based 
LFC architecture for the IPS is proposed. The mathemati-
cal model of each component of the studied IPS is pre-
sented separately, and then the state space model of the 
IPS is deduced.

2.1 � Frequency control architecture of IPS
The cloud-edge-end collaboration-based LFC architec-
ture is depicted in Fig. 2, where the cloud-edge-end lay-
ers form

the computation, communication and control parts 
of the IPS. The end layer is responsible for collecting 
real-time operational status information of the system 
devices and receiving frequency control commands 
from the cloud layer. The edge servers at the edge layer 
provide the ability to extract the state information of 
the underlying system devices into multiple logical 
entities at the cloud layer and interact with the control 
center via communication links and power connections 
[30, 36]. The control center at the cloud layer deploys 
computation and decision-making functions. When 

Fig. 1  Diagram overview of the proposed work

Fig. 2  Description of the cloud-edge-end collaboration based 
control architecture



Page 4 of 17Gorbachev et al. Protection and Control of Modern Power Systems            (2023) 8:52 

the system suffers from a frequency fluctuation that 
exceeds the safety margin, the control center sends fre-
quency response commands to each control device at 
the end layer.

Remark 1  Note that this paper only considers the case 
where the time delay occurs on the downlink communi-
cation channel between the edge layer and the end layer 
in the frequency control architecture of the IPS.

In this work, the studied system is composed of two 
areas interconnected through a contact line, as shown in 
the underlying control architecture in Fig.  2. Area a con-
tains the thermal power plants, ESS and loads, while area b 
includes the hydro power plants, PVA and loads. Moreover, 
more details about the mathematical modeling of the vari-
ous devices within the studied IPS are described in the fol-
lowing subsections.

2.2 � Generation system model
The generation system consists of the thermal power plants 
in area a and hydro power plants in area b. Among them, 
the thermal power plant model consists of governor Gg (s) , 
steam turbine Gt(s) and reheater Gr(s) [32], and their trans-
fer functions can be described as:

where Tg , Tt and Tr denote the respective time constants 
of the governor, turbine and reheater of the thermal 
power plants [32]. Kr is the gain of the reheater of the 
thermal power plants.

Consequently, the transfer function of the thermal power 
plants model Gtp(s) can be expressed as:

In addition, the hydro power plants model is composed 
of governor Ghg (s) , droop compensation Ghd(s) and pres-
sure turbine Ght(s) [37], and their transfer functions can be 
written as:

(1)Gg (s) =
1

Tgs + 1

(2)Gt(s) =
1

Tts + 1

(3)Gr(s) =
KrTrs + 1

Trs + 1

(4)Gtp(s) =
1

Tgs + 1
·

1

Tts + 1
·
KrTrs + 1

Trs + 1

(5)Ghg (s) =
1

Tghs + 1

where Tgh , Trs , Trh and Tw are the governor, transient sag, 
and reset time constants, and the nominal start time of 
water in the pressure main of the hydro power plants, 
respectively [37].

Thus, the transfer function of the hydro power plants 
model Gh(s) can be described as:

2.3 � Model of PVA
PVA adopts information and communication technology 
with inverters to control the photovoltaic cells in series and 
parallel to meet the frequency regulation requirements of 
the IPS. The relationship between the terminal voltage and 
current of photovoltaic cells is nonlinear, and is affected 
by light radiation and temperature. To enhance the output 
power of the PVA, the conductance increment method is 
employed to achieve maximum power tracking. In view of 
this, the model of the PVA from [32] is used in this paper, 
and its transfer function is:

where KPV 1 and KPV 2 are the gains of the PVA, while 
TPV 1 and TPV 2 denote the respective time constants of 
the PVA.

2.4 � Model of ESS
In recent years, capacitive energy storage has received 
extensive attention in its application in modern power sys-
tems. Capacitive energy storage exhibits advantages such 
as fast charging/discharging and response time, long opera-
tional life, needing no maintenance and being environmen-
tal friendly [6]. Consequently, capacitive energy storage is a 
high performance energy storage device which can play a 
significant role in enhancing the stability of power systems. 
Thus, in this paper capacitive energy storage is equipped 
in area a to guarantee the improvement of the system 
dynamic performance and mitigate the system frequency 
deviation. The mathematical model of the power incre-
ment variation of capacitive energy storage is:

(6)Ghd(s) =
Trss + 1

Trhs + 1

(7)Ght(s) =
−Tws + 1

0.5Tws + 1

(8)Gh(s) =
1

Tghs + 1
·
Trss + 1

Trhs + 1
·
−Tws + 1

0.5Tws + 1

(9)GPVA(s) =
KPV 1s + KPV 2

s2 + TPV 1s + TPV 2

(10)�PESS =
T1s + 1

T2s + 1
·
T3s + 1

T4s + 1
·

KESS

TESSs + 1
·�f1
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where T1 , T2 , T3 and T4 are the respective time constants of 
the two-stage phase compensation module. KESS denotes the 
gain, TESS is the time constant of the capacitive energy stor-
age [6], and �f1 denotes the frequency deviation of area a.

2.5 � Model of contact line for IPS
In the studied system, the contact lines for connecting 
the two areas can enhance the dynamic performance 
of the IPS. A mathematical model of the contact line 
power deviation �Ptie between area a and area b is [37]:

where Ttie is the synchronization coefficient among areas, 
and �f2 denotes the frequency deviation of area b.

2.6 � State space frequency model of IPS
The proposed frequency response model of the IPS is 
constructed by integrating the above models, as shown in 
Fig. 3. From the models, the state space frequency model 
of the system is derived. In this model, the time delay 
takes place in the communication channel that transmits 
the frequency response commands to the control devices.

(11)�Ptie =
2πTtie

s
(�f1 −�f2)

Remark 2  It should be noted that the actual power 
system model is dynamic and nonlinear. In normal 
operation, only small changes in load are expected. 
Hence it assumes that the dynamic model of the stud-
ied system is linear in dealing with the LFC problem 
[26].

To begin with, by combining the dynamic models 
of various devices in area a and area b with the inter-
connected contact line model, a complete state space 
model of the IPS without considering delay is con-
structed, as shown in Fig. 3. The model and its param-
eters are:

where x(t) , y(t) , u(t) and w(t) are the state, output, con-
trol and perturbation vectors of the system, respectively. 
A , Bu , Bw and C denote the system, control, perturbation 
and output matrices. More details of the above vectors 
and matrices can be found in (14–21).

(12)ẋ(t) = Ax(t)+ Buu(t)+ Bww(t)

(13)y(t) = Cx(t)

Fig. 3  The frequency response model of the studied IPS
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In (14–21), �Pg1 , �Pg2 and �PPVA denote the changes 
of power output provided by the thermal and hydro 
power plants and PVA, respectively. �Pc1 and �Pc2 are 
the respective control signals of areas a and b, while 
�PL1 and �PL2 denote load disturbances of areas a and b, 
respectively. ACE1 and ACE2 are the respective area con-
trol error signals for areas a and b, while pf1 and pf2 are 
the distribution participation factors of the hydro power 
plants and PVA, respectively. Kp and Tp are the gain and 
time constant of the generator, and β denotes the fre-
quency deviation coefficient. To derive the linear state 
space model of the system, �P1∼7 are introduced as aux-
iliary variables. More details about the system matrices 

(14)x(t) = �f1 �PESS �P1 �P2 �Pg1 �P3 �P4 �Ptie �f2 �PPVA �P5 �Pg2 �P6 �P7
T

(15)u(t) =
[
�Pc1 �Pc2

]T

(16)w(t) =
[
�PL1 �PL2

]T

(17)y(t) =
[
�f1 ACE1 �f2 ACE2

]T

(18)A =



























− 1
Tp

−
Kp

Tp
0 0

Kp

Tp
0 0 −

Kp

Tp
0 0 0 0 0 0

A2,1 0 1 0 0 0 0 0 0 0 0 0 0 0

A3,1 0 0 1 0 0 0 0 0 0 0 0 0 0

A4,1 A4,2 A4,3 A4,4 0 0 0 0 0 0 0 0 0 0

A5,1 0 0 0 0 1 0 0 0 0 0 0 0 0

A6,1 0 0 0 0 0 1 0 0 0 0 0 0 0

A7,1 0 0 0 A7,5 A7,6 A7,7 0 0 0 0 0 0 0

2πTtie 0 0 0 0 0 0 0 −2πTtie 0 0 0 0 0

0 0 0 0 0 0 0
Kp

Tp
− 1

Tp

Kp

Tp
0

Kp

Tp
0 0

0 0 0 0 0 0 0 0 0 0 1 0 0 0

0 0 0 0 0 0 0 0 0 −TPV 2 −TPV 1 0 0 0

0 0 0 0 0 0 0 0 A12,9 0 0 0 1 0

0 0 0 0 0 0 0 0 A13,9 0 0 0 0 1

0 0 0 0 0 0 0 0 A14,9 0 0 A14,12 A14,13 A14,14



























(19)

Bu =

[
0 0 0 0 B1,5 B1,6 B1,7 0 0 0 0 0 0 0

0 0 0 0 0 0 0 0 0 B2,10 B2,11 B2,12 B2,13 B2,14

]T

(20)

Bw =




−

Kp

Tp
0 0 0 0 0 0 0 0 0 0 0 0 0

0 0 0 0 0 0 0 0 −
Kp

Tp
0 0 0 0 0





T

(21)C =






1 0 0 0 0 0 0 0 0 0 0 0 0 0

β 0 0 0 0 0 0 1 0 0 0 0 0 0

0 0 0 0 0 0 0 0 1 0 0 0 0 0

0 0 0 0 0 0 0 −1 β 0 0 0 0 0






with A∼ and B∼ in the control matrix are presented in the 
Appendix.

The linear discrete time state model is obtained by dis-
cretizing the continuous time model in (12) and (13) as:

(22)x(k + 1) = A1x(k)+ Bu1u(k)+ Bw1w(k)

where A1 = eATp , Bu1 =
∫ Tp

0
eAτBudτ , Bw1 =

∫ Tp

0
eAτBwdτ , 

and Tp is the sample time.
Subsequently, the MPC-based controller is used based 

on the above model to reduce the system frequency 
deviation, contact line power deviation and area control 
error, and maintain the stability of the IPS. More detail 
can be found in the following sections.

3 � Controller design and delay compensation 
strategy considering model uncertainty

In this section, the MPC-based LFC strategy for the 
IPS is first proposed. Considering the system model 
uncertainty, the Kalman filter is adopted to provide 
state estimation. Finally, combined with MPC, the delay 
compensation strategy is introduced to tackle the time 
delay and enhance the robustness of the IPS frequency 
regulation.

3.1 � MPC‑based load frequency control strategy
In industrial processes, MPC has been widely applied. 
Thus this subsection mainly discusses the application 
of MPC to the IPS for computing the future optimal 
frequency response commands of the system control 

(23)y(k) = Cx(k)



Page 7 of 17Gorbachev et al. Protection and Control of Modern Power Systems            (2023) 8:52 	

devices by optimizing the proposed objective function. 
The theory on MPC is not described in detail here, and 
the related contents can be found in [32].

Definition 1  For illustration, x(k + 1|k) denotes the 
state of the system predicted for the future moment (k + 1) 
based on the state x(k) at time k . p and c are the numbers 
of prediction and control steps, respectively, and c ≤ p.

Based on the above model in (22) and (23), the following 
equations are derived:

where X(k) =







x(k + 1|k)
x(k + 2|k)

.

.

.

x(k + p|k)






,Y (k + 1) =







y(k + 1|k)
y(k + 2|k)

.

.

.

y(k + p|k)






 , 

U(k) =







u(k|k)
u(k + 1|k)

.

.

.

u(k + c − 1|k)







,W (k) =







w(k|k)
w(k + 1|k)

.

.

.

w(k + p− 1|k)







  , 

A2 =








A1

A2
1

.

.

.

A
p
1







,Bu2 =








Bu1 0 · · · 0

A1Bu1 Bu1 · · · 0

.

.

.
.
.
.

. . .
.
.
.

A
p−1

1
Bu1 A

p−2

1
Bu1 · · · A

p−c
1

Bu1







,

Bw2 =








Bw1 0 · · · 0

A1Bw1 Bw1 · · · 0

.

.

.
.
.
.

. . .
.
.
.

A
p−1

1
Bw1 A

p−2

1
Bw1 · · · A1Bw1







 , 

C1 = diag

p
︷ ︸︸ ︷
[
C C · · ·

]
 , Fx = C1A2 , Fu = C1Bu2 , and 

Fw = C1Bw2.

Remark 3  Note that both the initial state and the per-
turbation can be obtained by the sensors of the system. 
Hence, we assume them to be known.

The optimized objective function of the MPC-based con-
troller to guarantee the stability of the system frequency is:

(24)X(k) = A2x(k)+ Bu2U(k)+ Bw2W (k)

(25)Y (k + 1) = Fxx(k)+ FuU(k)+ FwW (k)

(26)

min
︸︷︷︸

u(k|k),...,u(k+c−1|k)

J =
p∑

n=1

∥
∥y(k + n|k)− yr

∥
∥2

W
+

c∑

n=1

∥
∥u(k + n− 1|k)

∥
∥2

V

s.t. umin(k + i|k) ≤ u(k + i|k) ≤ umax(k + i|k)
�umin(k + i|k) ≤ �u(k + i|k) ≤ �umax(k + i|k)
i = 0, 1, · · · , c − 1

where W  and V  are the diagonal matrices of weight coef-
ficients. yr is the output reference value of the system fre-
quency deviation and area control error, which is set to 0 
in this paper. �u(k + i|k) = u(k + i|k)− u(k + i − 1|k).

Equation (26) is rewritten in matrix form as:

where H = FT
u WFu + V  , I(k) = 2(x(k)TFT

x +W (k)T

FT
w )WFu , Umin =

2c
︷ ︸︸ ︷
[
m1 m1 · · · m1

]T ,

Umax =

2c
︷ ︸︸ ︷
[
m2 m2 · · · m2

]T ,

�U(k) =







�u(k|k)
�u(k + 1|k)

.

.

.

�u(k + c − 1|k)






,

�Umax =

2c
︷ ︸︸ ︷
[
m3 m3 · · · m3

]T  , and.
m1 , m2 and m3 denote the lower and upper limits of 

the system control input, and the upper limit of the 
input variation, respectively. More details on the der-
ivation process of H  and I(k) in (27) are presented in 
Appendix.

Additionally, contact line power deviation of the sys-
tem should not exceed its limit during IPS frequency 
control according to the safety and stability guidelines. 
Thus a safety constraint of contact line power deviation 
also needs to be considered in the MPC optimization 
process, described as:

where m4 and m5 are the minimum and maximum 
power fluctuation deviation values of the contact line, 
respectively.

It is then rewritten into the following matrix form:

where Z =

[
−SBu2

SBu2

]

,

z =

[
SA2x(k)+ SBw2W (k)−M4

−SA2x(k)− SBw2W (k)+M5

]

,

S = diag

p
︷ ︸︸ ︷
[
Sg Sg · · · Sg

]
,

Sg =
[
0 0 0 0 0 0 0 1 0 0 0 0 0 0

]
 ,

(27)

min
︸︷︷︸

U

J (U(k)) = U(k)THU(k)+ I(k)U(k)

s.t. Umin ≤ U(k) ≤ Umax∣
∣�U(k)

∣
∣ ≤ �Umax

(28)m4 ≤ �Ptie ≤ m5

(29)ZU(k) ≤ z
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M4 = diag

p
︷ ︸︸ ︷
[
m4 m4 · · · m4

]T ,

M5 = diag

p
︷ ︸︸ ︷
[
m5 m5 · · · m5

]T  , and.
M4 and M5 denote the lower and upper bounds con-

structed from (28), respectively.
Finally, at each time period k , the optimal sequence 

of control input variables is derived by minimizing the 
objective function and its constraints (27) and (29) as:

Remark 4  It is worth noting that only the first ele-
ment of the optimal sequence, i.e., u∗(k|k) is used for 
the system frequency deviation control. The stability and 
robustness of the IPS can be effectively improved through 
establishing the proposed LFC model and executing the 
optimal control sequence to handle the system frequency 
problem.

3.2 � Kalman filter based system state estimation method
In order to cope with system model uncertainty, the 
Kalman filter is employed to estimate the state of x(k) 
in (31) and (32) to further enhance the reliability of the 
PCM. Consequently, based on the above model in (22) 
and (23), the mathematical model considering uncer-
tainty is:

where σ(k) and v(k) denote the zero-mean system pro-
cess and the measured white noise, respectively.

Based on the model in (31) and (32), the state estima-
tion correction is:

where x̂(k|k) is the state estimate of x(k) at time k , 
K (k) = P−(k)CT (CP−(k)CT + R)−1,
P−(k) = A1P(k − 1)AT

1
+ Q,

P(k) = (I − K (k)C)P−(k) , and.
K (k) is the optimal Kalman gain at time k . P−(k) and 

P(k) denote the prior and posterior state estimation 
covariances, respectively. Q and R are the covariance 

(30)U∗(k) =







u∗(k|k)
u∗(k + 1|k)

.

.

.

u∗(k + c − 1|k)







(31)
x(k + 1) = A1x(k)+ Bu1u(k)+ Bw1w(k)+ Bσ σ (k)

(32)y(k) = Cx(k)+ v(k)

(33)

x̂(k|k) = A1x(k − 1|k − 1)+ Bu1u(k − 1)+ Bw1w(k − 1)+

K (k) ·
[
y(k)− C(A1x̂(k − 1|k − 1)+

Bu1u(k − 1)+ Bw1w(k − 1))]

matrices of σ(k) and v(k) , respectively, and I is the unit 
matrix with appropriate dimensions.

Subsequently, x̂(k) is applied to modify x(k) in (27) to 
improve prediction accuracy and system stability.

Remark 5  It should be noted that before employing the 
Kalman filter, the following set of assumptions should be 
satisfied, i.e.: the previously mentioned system dynamic 
model is linear, and the system processes and the meas-
ured noise are independent of each other while both obey 
the Gaussian distribution.

3.3 � Delay compensation strategy
In this subsection, the MPC-based prediction compensa-
tion strategy in [38] is introduced to eliminate the delay 
problem. To facilitate the description, the following 
assumptions and definitions are made.

Remark 6  It is worth noting that in the studied sys-
tem, it is assumed that the clocks of the relevant control 
components such as sensors, controllers and delay com-
pensators are configured to meet the synchronization 
conditions and operate in a time-driven manner [38]. All 
control devices are equipped with a "memory" module 
to store the control signals computed by the MPC-based 
controller at each time. The resulting optimal control 
sequence (30) is encapsulated in a data packet at each 
time point, and a time stamp is marked to determine the 
delay impact.

Definition 2  τ denotes the transmission delay, 
0 ≤ τ ≤ dmTp , and dm is a positive integer with dm ≤ p.

The main content of the proposed PCM in this paper 
is that the delay compensator of the system control 
end selects k − i at time k as the optimal control input 
sequence U∗(k − i) acting on the control equipment to 
compensate for the effect of delay. The specific descrip-
tion of the proposed strategy is as follows:

It is assumed that the system optimal control 
sequence U∗(k − i) can be calculated at time k − i , and 
then arrives at the device control end after time delay 
τk−i(i = 0, 1, · · · , dm) . Thus, the arrival time of the con-
trol sequence is k − i + τk−i . Assuming that all packets 
satisfying condition τ − i ≤ 0 reach the device control at 
time k:

Based on the above description, the control instruction 
selected to act on the device at time k is:

(34)σi = min{i|τk−i − i ≤ 0}, i = 0, 1, · · · , dm
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Remark 7  Note that there exists network connection 
between the control center and the device console. Input 
control commands frequently undergo time delay in the 
transmission channel. This is the reason for emphasizing 
the compensation strategy to eliminate the effect of delay 
[30].

3.4 � Stability analysis
To illustrate that the proposed control method can 
ensure stable operation of the system, it is necessary to 
further analyze the stability of the system.

The stability of the studied system (22)-(23) can be 
analyzed by the switched system method. More detailed 
description of the stability analysis can be found in [38].

4 � Simulation results
In this section, the effectiveness of the proposed MPC-
based control strategy is proved via two case studies 
based on the IPS model illustrated in Fig.  3. The sys-
tem parameters adopted in the simulation refer to the 
relevant data in [6, 32]. For simplicity, p = c = 25 , and 
the sampling time Tp is 0.1  s. The simulation environ-
ment is MATLAB/Simulink on a PC with AMD Ryzen 
5 3550H CPU, 16  GB of RAM, and a 64-bit operating 
system.

4.1 � Simulation results excluding model uncertainty
In this case, all simulation results are conducted 
excluding

the model uncertainty. The effectiveness of the pro-
posed method is verified in the following four sce-
narios by combining the system responses and its 
performance comparison results between the proposed 
control method and PI control in [10, 35].

4.1.1 � Load change
In this scenario (scenario 1), two different cases of load 
change in the IPS are considered. Case 1: area a is sub-
jected to step load disturbance, and case 2: area b is 
exposed to random step load disturbance, as illustrated 
in Figs. 4 (a) and (b), respectively. The simulation time 
of the two situations is 50 s and 150 s, respectively. The 
response results of the IPS for the step load disturbance 
applied on area a and the random step load disturbance 
applied on area b are shown in Figs. 5 and 6, respectiv
ely.

(35)U∗(k|k − i) = [
τk−i

︷ ︸︸ ︷

0 · · · 0 I · · · 0
]U∗(k − i)

Fig. 4  The load profiles for scenario 1 (case 1). a Step load 
disturbance for area a; b Variable load disturbance for area b

Fig. 5  Responses of the IPS for step load disturbance applied on area 
a for scenario 1 (case 1). a �f1 , b �f2 , c �Ptie , d ACE1 , e ACE2 , f �PESS , g 
�PPVA , h �Pg1 and i �Pg2
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As shown in Figs. 5 and 6, after the IPS is disturbed 
for load changes, the frequency deviation, contact line 
power deviation and area control error are properly 
adjusted because of the use of the controller to flexibly 
control the system equipment. It can be seen that the 
method can regulate the frequency deviation, contact 
line power deviation and area control error to stability, 
but there are steady-state errors, a long response time 
and low flexibility of equipment invocation.

4.1.2 � Simulation considering ESS/PVA
In this scenario (scenario 2), the effectiveness of the pro-
posed method is validated based on the IPS model shown 
in Fig.  3. The comparative performance with the PI 
method and the situation excluding ESS/PVA is also pro-
vided. The system model excluding ESS/PVA is simulated 

in the same scenario as in scenario 1 where area a is sub-
jected to the step load disturbance.

The comparison results of the IPS response consider-
ing ESS/PVA for step load disturbance applied on area a 
are illustrated in Fig. 7. It can be seen that excluding ESS/
PVA, the proposed method is more effective in suppress-
ing frequency deviation, contact line power deviation and 
area control error, to some extent, than the compared 
method.

Nevertheless, they suffer from certain oscillations in 
frequency deviation, contact line power fluctuation and 
area control error regulation during system disturbance, 
and the response time is also long. Considering ESS/
PVA, it can be clearly seen that they both enable the 
coordination of ESS and PVA to achieve the attenua-
tion of frequency deviation with area control error and 
the reduction of system response time. It should also be 

Fig. 6  Responses of the IPS for variable step load disturbance applied 
on area b for scenario 1 (case 2). a �f1 , b �f2 , c �Ptie , d ACE1 , e ACE2 , f 
�PESS , g �PPVA , h �Pg1 and i �Pg2

Fig. 7  Comparative responses of the IPS with ESS/PVA for step load 
disturbance applied on area a for scenario 2 (case 1). a �f1 , b �f2 , c 
�Ptie , d ACE1 , e ACE2 , f �PESS , g �PPVA , h �Pg1 and i �Pg2



Page 11 of 17Gorbachev et al. Protection and Control of Modern Power Systems            (2023) 8:52 	

noted that the proposed method has superior robustness 
in the coordination of ESS and PVA compared with the 
PI method.

4.1.3 � Robustness analysis
In this scenario (scenario 3), the robustness of the pro-
posed method is verified by varying some parameters 
(e.g., Tg , KPV 1 and TESS ) of the thermal power plants, 
PVA and ESS in the IPS based on scenario 1, where area 
a is subjected to the step load disturbance. The compara-
tive performance is provided for the situations where 
the above parameters are increased and decreased by 
25% , while the other parameters remain unchanged. The 
response results for the.

parameter changes of the IPS for the step load distur-
bance applied to area a are illustrated in Fig. 8.

As illustrated in Fig.  8, the proposed method demon-
strates better performance than the compared method 
in response to system parameter variations. It can effec-
tively reduce the maximum frequency deviation, contact 

line power deviation and area control error, and shorten 
the response regulation time. Consequently, the pro-
posed method is proved to be robust to system param-
eter variations.

4.1.4 � Simulation considering time delay
In this scenario (scenario 4), communication delays of 0.2 s 
and 0.4 s are considered to verify the performance of the 
proposed method and PCM based on scenario 1 where 
area a is subjected to the step load disturbance. The com-
parative performances with the PI method and the situa-
tion without PCM are provided. The response results of the 
IPS considering time delay and PCM for step load distur-
bance applied to area a are shown in Figs. 9 and 10, respec-
tively. As shown in Fig. 9, the frequency deviation, contact 
line power deviation and area control error increase as the 
delay grows for both methods. Nevertheless, the proposed 
method enables lower frequency deviation than the com-
pared method. As illustrated in Fig. 10, it can be noted that 
the frequency deviation, contact line power deviation and 

Fig. 8  Responses of the IPS with parameters variations for step load 
disturbance applied on area a for scenario 3 (case 1). a �f1 , b �f2 , c 
�Ptie , d ACE1 and e ACE2

Fig. 9  Responses of the IPS with time delay for step load disturbance 
applied on area a for scenario 4 (case 1). a �f1 , b �f2 , c �Ptie , d ACE1 
and e ACE2
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area control error increase to some extent when the system 
undergoes a time delay. Additionally, compared without 
PCM, more conservative results are obtained with PCM, 
which effectively reduces the frequency deviation, contact 
line power deviation and area control error, and enhances 
the stability of the system.

As mentioned above, the superiority of the proposed 
method in frequency regulation and the efficiency of the 
delay compensation strategy in eliminating the effect of 
time delay are confirmed.

4.1.5 � Performance comparison
In this subsection, to further test the efficiency of the pro-
posed method, the control performance of each method 
is measured by comparing the four widely applied per-
formance indices, i.e., error square integral (ISE), integral 
absolute error (IAE), time multiplied error square integral 
(ITSE) and time multiplied error absolute value integral 
(ITAE). Their expressions are as follows:

where ts is the duration of the statistic.
The performance indices of the different control 

methods for the different scenarios mentioned above 
are provided in Table 1. As seen, it is clear that the per-
formance indices of the proposed method are smaller 
than those of the compared method, e.g., the proposed 
method has shorter response regulation time and bet-
ter robustness in the studied scenarios.

Additionally, it should be noted that in scenario 4, the 
performance indices of the proposed method with the 
delay compensation strategy are lower than those of the 
compared method, which further verifies the superiority 
of the proposed PCM.

(36)ISE =

ts∫

0

((�f1)
2 + (�f2)

2 + (�Ptie)
2)dt

(37)IAE =

ts∫

0

(
∣
∣�f1

∣
∣+

∣
∣�f2

∣
∣+ |�Ptie|)d

(38)ITSE =

ts∫

0

t((�f1)
2 + (�f2)

2 + (�Ptie)
2)dt

(39)ITAE =

ts∫

0

t(
∣
∣�f1

∣
∣+

∣
∣�f2

∣
∣+ |�Ptie|)dt

Fig. 10  Responses of the IPS with PCM for step load disturbance 
applied on area a for scenario 4 (case 1). a �f1 , b �f2 , c �Ptie , d ACE1 
and e ACE2

Table 1  Comparative analysis of performance indices for the 
different scenarios

Bold values indicate the best value of each performance indice in the different 
control methods

Scenarios Methods Performance indices

ISE IAE ITSE ITAE

No.1 Compared 0.8294 6.2448 5.8821 71.3548

(Case 1) Proposed 0.0509 0.4761 0.0320 2.9937
No.1 Compared 22.4975 77.6274 1395.9515 5210.5255

(Case 2) Proposed 0.0293 0.2560 2.2240 17.2418
No.2 Compared 2.0842 7.6199 9.0758 72.6244

Proposed 0.1544 0.8172 0.1452 2.0523
No.3 Compared 0.8392 6.2576 5.8845 71.2832

(Case 1) Proposed 0.0550 0.4854 0.0344 2.9629
No.3 Compared 0.8220 6.2355 5.8857 71.4290

(Case 2) Proposed 0.0470 0.4583 0.0297 2.9151
2*No.4 Compared 4.1575 14.6230 30.8214 184.3838

Proposed 0.0389 0.3197 0.0167 2.7693
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4.1.6 � Simulation considering contact lines power fluctuation 
limit

In this subsection, the safety of the proposed method 
is further confirmed through increasing the load dis-
turbance based on scenario 1 (now called scenario 5) 
where area a is affected by the step load disturbance. 
The comparative performance with the method without 
considering the contact line power deviation limitation 
(compared method) is provided.

The comparative results of the contact line power 
deviation response of the IPS for step load perturbation 
applied to area a are illustrated in Fig. 11. It can be seen 
that the proposed method can effectively keep the con-
tact line power fluctuation within the safe range, but the 
compared method fails to control the contact line power 
deviation.

4.2 � Simulation results involving model uncertainty
In this case, the proposed method is evaluated involving 
model uncertainty, and the advantages of the proposed 

method in terms of frequency regulation are demon-
strated by the following two scenarios.

4.2.1 � Frequency control involving model uncertainty
In this scenario, the efficiency of the proposed method is 
verified involving model uncertainty based on the situa-
tion of the step load disturbance on area a of scenario 1 
in case 1. The comparative performance with the MPC 
method without considering the model uncertainty 
(compared method) is provided. The response results of 
imposing step load disturbance on area a of the IPS con-
sidering model uncertainty are shown in Fig. 12.

As shown in Fig.  12, it can be seen that both control 
methods regulate the frequency deviation to stabil-
ity after the system is disturbed, although a certain fre-
quency deviation still exists with the compared method. 
The simulation results prove the effectiveness of the pro-
posed method in frequency control.

4.2.2 � PCM involving model uncertainty
In the same case of scenario 1 where area a is subjected 
to the step load disturbance, a communication delay 0.5 s 
is considered to verify the effectiveness of the proposed 
PCM involving model uncertainty. The comparison of 
the performance without the PCM (compared method 
1) and without considering the model uncertainty (com-
pared method 2) are provided.

The response results of the PCM involving model 
uncertainty for step load disturbance are illustrated in 
Fig. 13. It can be noted that the proposed method further 
reduces the frequency deviation of the IPS compared to 
the two comparison methods. Hence, according to the 
simulation results, the proposed method enhances the 
reliability of the system delay compensation.

Fig. 11  Comparison of contact line power deviation responses 
of the IPS for step load disturbance applied on area a for scenario 5 
(case 1)

Fig. 12  Responses of the IPS involving model uncertainty for step 
load disturbance applied on area a for scenario 1 (case 1). a �f1 and b 
�f2

Fig. 13  Responses of the IPS with PCM involving model uncertainty 
for step load disturbance applied on area a for scenario 2 (case 1). a 
�f1 and b �f2
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4.3 � Effectiveness verification based on experimental 
platform

In this section, the effectiveness of the proposed MPC-
based LFC strategy is verified based on an experimental 
test platform, shown in Fig.  14. The heat-power cogen-
eration and miniature powerhouse are used to simulate 
the role of the actual thermal power plants and hydro 
power plants, and the roof photovoltaic of the laboratory 
is used to simulate PVA. In addition, the ESS and control-
lable loads of the experimental platform are used to sim-
ulate the ESS and load deviation in the IPS. The control 
center is responsible for sending the control instructions 
and receiving the running data of the experimental tests.

In the experimental test, the experimental time-length 
is set to 300  s. The change of controllable loads in area 
a is used to simulate the load perturbations in the IPS, 
as shown in Fig. 15. In addition, the effectiveness of the 
proposed control method is verified in the experimen-
tal tests by combining the system response and its per-
formance comparison results with PI control (compared 
method) [10, 35]. All the running data are processed, and 
the experimental results are generated by MATLAB.

The response experimental results of the IPS for the load 
disturbance are illustrated in Fig. 16. It can be seen that the 
proposed control method can better offset the influence 

of load disturbances. Especially, when the load fluctuates 
greatly at 60 s, 150 s and 270 s, the proposed method leads 
to lower load frequency deviation and area control error, 
with faster convergence. Furthermore, it can also be clearly 
seen that the proposed method has strong robustness and 
can effectively reduce the burden of the contact line.

In addition, the performance indices of the different 
control methods for the experimental tests are shown in 
Table 2. As shown, compared with the other method, the 
ISE of the proposed method is reduced by 93.26 % , the IAE 
is reduced by 84.21 % , the ITSE is reduced by 93.58 % and 

Fig. 14  Experimental test platform for LFC of the IPS

Fig. 15  The simulated load disturbance curve for controllable loads 
in area a

Fig. 16  Responses of the IPS for the load disturbance. a �f1 , b �f2 , c 
�Ptie , d ACE1 and e ACE2

Table 2  Comparative analysis of performance indices for the 
experimental test

Bold values indicate the best value of each performance indice in the different 
control methods

Methods Performance indices

ISE IAE ITSE ITAE

Compared 0.9052 16.0562 136.5697 2448.3256

Proposed 0.0610 2.5345 8.7696 373.8222
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the ITAE is reduced by 84.73 % . Thus, it demonstrates that 
the proposed method has shorter response adjustment 
time and better robustness in the experimental tests.

In summary, the above results and analysis show that the 
proposed control method can effectively offset the influ-
ence of load disturbance and make the grid load frequency 
deviation and area control error converge. The feasibility,

effectiveness and strong robustness of the proposed 
method are thus verified.

5 � Conclusions
To address the frequency regulation problem in IPS, this 
paper proposes a cloud-edge-end coordination-based LFC 
architecture for the first time. This provides a unified cloud 
control center to coordinate the frequency regulation among 
different areas. An MPC-based LFC strategy for the IPS with 
PVA and ESS under model uncertainty and communication 
delay is proposed. First, a state space model of the IPS is pre-
sented, and the MPC-based controller and PCM considering 
model uncertainty are introduced to improve the robustness 
and security of the IPS. The simulation results show that the 
proposed strategy has superior performance in frequency 
control and time delay elimination compared with some 
baseline methods. Overall, the proposed frequency control 
architecture and strategy can provide certain reference val-
ues for the future development of IPS.

Appendix
The specific expressions of A∼ and B∼ in the proposed sys-
tem matrices and control matrices are:

A2,1 =
T1T3KESS

T2T4TESS
,

A3,1 =
KESS(T1 + T3)

T2T4TESS
−

T1T3KESS[(T2 + T4)TESS + T2T4]

(T2T4TESS)
2

,

A4,1 =
KESS

T2T4TESS
−

A3,1[(T2 + T4)TESS + T2T4]

T2T4TESS
−,

T1T3KESS(T2 + T4 + TESS)

(T2T4TESS)
2

A4,2 = −
1

T2T4TESS
, A4,3 = −

T2 + T4 + TESS

T2T4TESS
,

A4,4 = −
(T2 + T4)TESS + T2T4

T2T4TESS
,

A5,1 = 0, A6,1 = −
Kr

TgTtR
,

B1,6 = RA6,1 , B1,7 = RA7,1 , B2,10 = pf2KPV 1,

B2,12 = pf1RA12,9 , B2,13 = pf1RA13,9,

The derivation processes of H  and I(k) in (27) are 
specified as follows:

A7,1 = −
TgTt − Kr[(Tg + Tt)Tr + TgTt ]

(TgTt)
2TrR

,

A7,5 = −
1

TgTtTr
, A7,6 = −

Tg + Tt + Tr

TgTtTr
,

A7,7 = −
(Tg + Tt)Tr + TgTt

TgTtTr
, A12,9 =

Trs

0.5TghTrhR

A13,9 = −
Trs − Tw

0.5TghTrhTwR
−

Trs[0.5Tw(Tgh + Trh)+ TghTrh]

(0.5TghTrh)
2TwR

,

A14,9 = −
1

0.5TghTrhTwR
−

A13,9[0.5Tw(Tgh + Trh)+ TghTrh]

0.5TghTrhTw
−

A12,9(0.5Tw + Tgh + Trh)

0.5TghTrhTw
,

A14,12 = −
1

0.5TghTrhTw
, A14,13 = −

0.5Tw + Tgh + Trh

0.5TghTrhTw

A14,14 = −
0.5Tw(Tgh + Trh)+ TghTrh

0.5TghTrhTw
. B1,5 = 0

B2,11 = pf2(KPV 2 − TPV 1KPV 1),

B2,14 = pf1RA14,9.

p
∑

n=1

∥
∥y(k + n|k)− yr

∥
∥2

W
+

c∑

n=1

∥
∥u(k + n− 1|k)

∥
∥2

V
=

Y (k)TWY (k)+U(k)TVU(k) =

(Fxx(k)+ FuU(k)+ FwW (k))TW (Fxx(k)+

FuU(k)+ FwW (k))+U(k)TVU(k) =

x(k)T FT
x WFuU(k)+U(k)T FT

u WFxx(k)+

U(k)T FT
u WFuU(k)+U(k)T FT

u WFwW (k)+

W (k)T FT
w WFuU(k)+U(k)TVU(k) =

U(k)T (FT
u WFu + V )U(k)+

[2FT
u W (Fxx(k)+ FwW (k))]TU(k) =

U(k)T (FT
u WFu + V )

︸ ︷︷ ︸

H

U(k)+

[2(x(k)T FT
x +W (k)T FT

w )WFu]
︸ ︷︷ ︸

I(k)

U(k)
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Abbreviations
IPS	� Interconnected power systems
MPC	� Model predictive control
LFC	� Load frequency control
PVA	� Photovoltaics aggregation
ESS	� Energy storage systems
RESs	� Renewable energy sources
PI	� Proportional integral
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