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Abstract 

Lithium-ion batteries (LIBs) are crucial for the large-scale utilization of clean energy. However, because of the com-
plexity and real-time nature of internal reactions, the mechanism of capacity decline in LIBs is still unclear. This 
has become a bottleneck restricting their promotion and application. Electrochemical impedance spectroscopy (EIS) 
contains rich electrochemical connotations and significant application prospects, and has attracted widespread atten-
tion and research on efficient energy storage systems. Compared to traditional voltage and current data, the state-of-
health (SOH) estimation model based on EIS has higher accuracy. This paper categorizes EIS measurement methods 
based on different principles, introduces the relationship between LIBs aging mechanism and SOH, and compares 
the advantages of different SOH estimation methods. After a detailed analysis of the latest technologies, a review 
is given. The insights of this review can deepen the understanding of the relationship between EIS and the aging 
effect mechanism of LIBs, and promote the development of new energy storage devices and evaluation methods.
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1  Introduction
Lithium-ion batteries (LIBs) stand out among batteries 
because of their high energy density, being environmen-
tally protective, and having no memory effect. They have 
become the most promising energy storage component 
in the twenty-first century, and are widely used in many 
fields such as electric vehicles and aerospace [1–4]. The 
LIB industry has entered a critical stage of industriali-
zation of construction and application. In the next few 
years, with the development of downstream demand-side 

industries, the demand for LIBs will continue to have a 
high growth rate [5–10].

The electrode material of LIBs is one of the key factors 
restricting their development, and therefore it has been 
a research focus in recent years [11, 12]. As well as the 
electrode material of LIBs, the state of health (SOH) is 
also an important parameter [2]. It is well known that 
battery management systems (BMS) can assess the SOH 
of batteries, provide risk warnings, and ensure the long-
term safe and stable operation of batteries. Among them, 
accurate battery state estimation is the key to BMS, and 
the study of SOH is helpful in grasping the influencing 
factors of battery aging [13]. Knowing the current bat-
tery SOH is helpful in judging the inherent danger and 
life of LIBs, and in providing a reference for the main-
tenance and replacement of the battery. In addition, the 
accurate estimation of SOH is also very important for the 
economic evaluation of batteries. The estimation of LIBs’ 
SOH is also essential for the expansion of the recycling 
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industry to determine whether batteries will be recycled 
as scrap metal or used in “Second Life” applications with 
lower requirements [13–19]. As shown in Fig. 1, retired 
LIBs can still be reused. For both new and echelon uti-
lization batteries, accurate SOH estimation will help to 
estimate the overall life of LIBs, improve the charging 
and discharging strategies and avoid battery abuse.

A typical BMS collects current–voltage response curve 
data in the time domain. Therefore the features derived 
from the charging and discharging curves are by far the 
most commonly used inputs [21–26]. Compared with the 
usual current/voltage data, electrochemical impedance 
spectroscopy (EIS) has been proposed as a fast, non-inva-
sive and reliable technique, which has been widely used 
to characterize and simulate the behavior of LIBs [27, 
28]. During the testing process, a wide frequency range 
is applied to reflect the impedance spectrum information 
(real part, imaginary part, phase) of the battery at differ-
ent temperatures and State of Charge (SOC). The use of 
EIS can fully reflect the changes in the cathode, anode, 
electrolyte, solid electrolyte layer, and other aspects of 
LIBs during the aging process. Compared with tradi-
tional BMS and non-destructive testing techniques, it has 
the advantages of fast detection speed and rich reflection 
information [29].

Currently, the methods of estimating battery SOH 
using EIS are mainly divided into model-based and data-
driven methods [30]. The method based on the model 
is to fit the EIS measured at different temperatures and 
SOC states to the built model. The parameters of the 
equivalent circuit and the reconstructed discharge curve 
can be obtained, so as to study their cycle performance 
and to know if they have been abnormally aging during 
operation. Physical effects occurring in any electrochemi-
cal system can be associated with the electrical param-
eters of the ECM, which helps quantify the phenomena 

that occur within LIBs during charging, discharging and 
aging. Unlike model-based methods, data-driven meth-
ods do not need to take into account the electrochemical 
mechanisms of LIBs, but learn potential characteristics 
from a large amount of historical information to predict 
future sequence trends [31, 32].

EIS can also be used in power battery models, and its 
parameter changes are related to the electrochemical 
reactions inside the LIBs [33, 34]. EIS is highly practical, 
and research has proved that there is an inherent rela-
tionship between battery impedance and SOH [35–37]. 
This method can not only better understand the actual 
degradation process of the battery over a wide frequency 
range, but also be used to estimate the life characteristics 
of the battery. However, because of the disadvantages of 
more complicated measurements, and the need for high 
precision and special measuring instruments, imped-
ance devices on small electronic equipment are limited 
by cost, power consumption and equipment complexity. 
With the gradual development of electronic technology, 
chip-level impedance measurement technology is gradu-
ally maturing, which provides a new direction for SOH 
estimation [38–41].

The rest of this paper is arranged as follows. Section 2 
introduces the principles and measurement methods 
of the impedance spectrum, while Sect.  3 describes the 
relationship between the aging mechanism with LIBs 
and EIS. Section 4 summarizes the existing SOH estima-
tion methods from two aspects, and finally, in Sect.  5, 
the existing SOH estimation methods based on EIS are 
summarized.

2 � Principle and measurement of electrochemical 
impedance spectroscopy

2.1 � Electrochemical impedance spectroscopy (EIS)
EIS, also known as AC impedance spectroscopy, is a non-
destructive method for characterizing LIBs. The basic 
principle of an electrochemical impedance spectrum is 
to perturb the electrochemical steady-state system with 
a sinusoidal excitation signal of small amplitude and fre-
quency f. The change of the ratio of the excitation voltage 
and the response current is the impedance spectrum of 
the electrochemical system [42, 43]. Since the amplitude 
change is very small, the positive and negative phases 
cancel each other. Therefore, it has a very weak influence 
on the battery, and is a nondestructive measurement 
method close to steady state. By analyzing the frequency, 
amplitude and phase relationship between the excitation 
signal and the response signal, the frequency response 
function of the tested system over a certain frequency 
range can be obtained. In constant current mode, the 
sinusoidal current ΔI is superimposed onto the DC cur-
rent I of the lithium battery [35]:

Fig. 1  Disposal route for echelon utilization of retired power LIBs. 
Reprinted with permission from [20]. Copyright 2022, MDPI
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The voltage response of the excitation signal can be 
measured as:

where the amplitude of the voltage response Vmax and 
the phase φ are determined at the particular frequency. 
In potentiostatic mode, the opposite occurs i.e. where a 
sinusoidal voltage is superimposed onto the battery DC 
voltage (V) [35]. Likewise, the amplitude of the current 
response Imax and the phase φ are determined at the fre-
quency. The impedance for both galvanostatic and poten-
tiostatic methods is defined by [35]:

Equation (3) can be simplified using the Euler formula, 
ejφ = cos(φ)+ jsin(φ) , as:

As shown in Fig. 2, an impedance spectrum is formed 
as different perturbation frequencies make different 
responses. Reference [44] proposes a graphical analysis of 
impedance data in Bode and Nyquist representations:

(1)	 The "Nyquist plot" describes the relationship 
between the real and imaginary parts of the imped-
ance. Different regions correspond to various 
chemical and physical processes occurring in the 
battery, and it is usually used to analyze the charac-
teristics of LIBs in combination with ECM.

(2)	 The "Bode plot" shows the phase shifts and magni-
tude changes, which play an important role in the 

(1)�I = Imax sin(2π ft)

(2)�V = Vmax sin(2π ft + φ)

(3)Z(f ) =
Vmax

Imax
ejφ

(4)
Z(f ) =

Vm

Im
ejφ =

Vm

Im
[cos(φ)+ j sin(φ)]

= Z0[cos(φ)+ j sin(φ)]

= Z0 cos(φ)+ Z0 sin(φ)j

research on sensors, filters and transistors in elec-
tronic devices [33].

Since the Nyquist plot is convenient for analyzing the 
mechanism of an active reaction, it is more commonly 
used in analyzing the characteristics of LIBs [45].

2.2 � Measurement of electrochemical impedance 
spectroscopy

2.2.1 � Frequency domain measurement
The frequency domain measurement principle of EIS 
is to select the frequency range of the excitation signals 
and determine different frequency points, and then use 
the excitation signals of different frequency points for 
sweep measurement. The amplitude and phase of the 
excitation and response signals of the same frequency 
are analyzed to obtain the frequency response character-
istics of the system and finally the EIS [46]. Most of the 
measuring instruments used in research are commercial 
electrochemical workstations of a three-electrode struc-
ture. However, the existence of wire resistance, parasitic 
capacitance and parasitic inductance on the connectors 
may cause measurement errors. Because commercial 
electrochemical workstations widely use the frequency 
sweeping method, only one frequency point can be meas-
ured at a time. This leads to slow measurement speed. If 
the measurement time is too long, the state of the battery 
may change, resulting in inaccurate EIS results. Therefore 
this method is usually used for offline research in the lab-
oratory. In addition, because of the complexity and high 
cost of the equipment, its application is limited and it is 
difficult to implement in engineering.

2.2.2 � Time domain measurement of impedance spectrum
In order to obtain the EIS of LIBs quickly, research-
ers have proposed some computation methods using 
time-domain signal processing technology [44]. The 
transient signal is applied to the battery in the time 
domain, and then the input and response signals are 
mathematically converted to the frequency domain. EIS 
is obtained by the quotient of response signal and input 
signal spectra. In [47], a step signal is applied to the 
ECM and the response is converted into the frequency 
domain through Laplace transform to obtain the model 
impedance, whereas [48] applies mixed sinusoidal cur-
rent signals with the same amplitude, different frequen-
cies and phases to LIBs, to obtain EIS through Fourier 
transform (FT). Reference [49] proposes a measure-
ment method based on the Fast Fourier transformation 
(FFT), which realizes fast measurement of the imped-
ance spectrum. Through this method, the measurement 

frequency frequency

Fig. 2  EIS measurement principle, Nyquist and Bode diagrams
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time can be reduced by 2/3 and its accuracy is almost 
the same as those of existing instruments. In [50], a 
method is put forward for diagnosing battery imped-
ance based on transient response using continuous 
wavelet transform, while [51] uses a pseudo-random 
binary sequence as an interference signal and success-
fully estimates the battery cell impedance using Mor-
let continuous wavelet transform. The EIS time-domain 
measurement method is easy to implement and apply, 
but there are still some challenges in practical appli-
cations. For example, because of the influence of state 
variables such as temperature, the sensitivity of battery 
impedance measurement will be very high. Therefore, it 
is necessary to balance between measurement time and 
measurement precision, and further optimize the exist-
ing measurement methods.

2.2.3 � Inspection of impedance data
Effective EIS measurement requires that the measured 
spectrum meet three conditions of causality, linearity 
and stability [52]:

(a)	 Causality condition: the output response signal can 
only be caused by the input disturbance signal.

(b)	 Linear condition: the current and potential of 
the electrochemical system are nonlinear rela-
tions determined by the dynamics law. When a 
small amplitude sine wave potential signal is used 
to disturb the system, the relationship between 
the potential and current can be approximately 
regarded as linear. The amplitude of the potential 
sine wave as a disturbance signal is typically about 
5 mV, and generally does not exceed 10 mV.

(c)	 Stability condition: the disturbance will not cause 
the internal structure of the system to change. 
When the disturbance stops, the system can return 
to the original state.

In order to check whether the measured EIS meets 
the requirements, there are currently mainly two meth-
ods. The first is to verify them through experiment. 
However, most of these methods require in-depth 
understanding of the excitation and response signals 
during impedance measurement, while most common 
frequency response analyzers cannot provide these sig-
nals. The second principle is based on analyzing the 
impedance spectrum obtained using Kramers–Kro-
nig (K-K) relations [53]. By comparing the predicted 
Zimag from data Zreal with the actual Zimag , the residual 
�Zimag is obtained. Analysis of K-K residuals reveals 
distortions in both the real and imaginary components 

of acquired EIS data at high (> 25 kHz) [54] and low fre-
quencies [55].

3 � Relationship between aging of LIBs and EIS
3.1 � The aging mechanism of LIBs
Degradation in LIBs is caused by a large number of physi-
cal and chemical mechanisms that affect the different 
components of the battery, including electrodes, elec-
trolytes, separators, and collectors [28, 56–59]. Figure 3 
shows the degradation mechanism of LIBs. Because there 
are many factors affecting the aging of LIBs with depend-
encies between them, most physics-based models only 
focus on the important mechanisms, such as the forma-
tion and growth of solid electrolyte interface (SEI) films 
[60, 61].

Most degradation mechanisms of LIBs do not corre-
spond to only one region on the impedance curve, and 
the same region may be affected by multiple degradation 
mechanisms [27, 62–64]. It is worth noting that the same 
degradation mechanism will also have different effects in 
different types of LIBs. In [27], the change in EIS is classi-
fied in more detail. This divides the corrosion of the col-
lector into high frequency regions, lithium electroplating 
and SEI layer processes (growth and decomposition) into 
the mid-frequency region, and cathode particle cracking 
to the low frequency region. The relationship between 
aging of a lithium-ion battery and impedance curve is 
shown in Table 1.

High frequency region: it is the intersection of the 
impedance curve and the X axis. This is the total resist-
ance of the electrolyte, active material, collector and 
separator. It is mainly composed of the resistance of 
electrolyte, but is also affected by the resistance between 
electrode metal, electrode lead, terminal and contact 
point. The growth of the SEI layer and the decomposi-
tion of electrolyte are the main degradation mechanisms 
affecting change in the high frequency region [68, 75]. In 
[65], the thickness of the SEI layer is measured, and the 
increase of ohmic resistance is found to be attributed to 
the growth of the SEI layer. Reference [67] attributes the 

Fig. 3  Degradation mechanisms in LIBs. Reprinted with permission 
from [62]. Copyright 2017, Elsevier B.V
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increase in ohmic resistance to the corrosion of current 
collectors and the decomposition of electrolytes, and a 
similar conclusion is proposed in [66]. They show that 
electrolyte decomposition and SEI layer growth caused 
by the formation of thin films on the surface of lithium 
electroplating can lead to an increase in ohmic resistance. 
In addition, the growth of the SEI layer also affects the 
intermediate frequency region of the impedance curve.

Mid-frequency region (1st semiarch): The first semi-
arch in the intermediate frequency region of the imped-
ance curve is related to the SEI layer formed by electrolyte 
decomposition on the anode surface [72]. This reaction 
forms a layer of SEI layer containing lithium on the elec-
trode surface, and the formation of the SEI layer makes 
the electrolyte unable to reach the electrode surface, thus 
hindering the insertion of lithium. Therefore, SEI growth 
can lead to the loss of recyclable lithium, which reduces 
the battery capacity. The impedance spectrum of an aged 
battery (LCO) is studied at 100% DOD in [69], and it is 
observed that the impedance in the intermediate fre-
quency region increases significantly, which is attributed 
to the growth of the SEI layer. In [70], the growth of SEI 
layer is assigned to the first arc of the impedance curve.

Mid-frequency region (2st semiarch): The second semi-
circle in the intermediate frequency region represents the 
double-layer capacitance ( Cdl ) and charge transfer resist-
ance ( Rct ) existing at the interface between the battery 
electrode and the electrolyte. When ions are adsorbed 
to the electrode surface, a double-layer effect occurs at 
this interface, which consists of two parallel and oppo-
site charge layers surrounding the electrode. Reference 
[73] uses the three-electrode configuration to study the 
impedance change of NCA batteries. An increase in 
impedance is observed in the intermediate frequency 
region, the change of the first half arch is attributed to 
the growth of the SEI layer, and the change of the second 
half arch is attributed to the slowing down of cathode 
charge transfer. In [71], the effect of high-rate discharge 
on NCA battery aging is studied, and the experimental 
results show that the impedance increases in the mid-
dle frequency region: the growth and structural damage 
to the cathode SEI layer are less because of the first half 

arch, and the decomposition of the cathode SEI layer 
and the formation of CEI are due to the second half arch. 
Similarly, in [72], the impedance rise in the ohmic region 
and the first half arch of the intermediate frequency are 
assigned to SEI layer growth, while the impedance rise in 
the second part of the intermediate frequency region is 
assigned to CEI formation.

Low-frequency region: It is used to describe the diffu-
sion phenomenon in the low-frequency region. The dif-
fusion phenomenon describes the movement (quality 
transmission) of charged and uncharged particles to bal-
ance the concentration difference caused by the change of 
electrochemical potential. In addition, the concentration 
difference is mainly affected by the structural changes in 
the active substances [74].

3.2 � Fitting equivalent circuit model
Although the electrochemical model can describe the 
electrochemical reaction inside the battery more accu-
rately, it is too complicated to be estimated in real-time 
[76]. Commonly used ECMs are mainly divided into two 
categories: (a) Integer order model (IOM); and (b) Frac-
tional order model (FOM). A lot of recent research has 
used FOM to model LIBs [77]. It can accurately esti-
mate the dynamic behavior of LIBs using fewer compu-
tational resources [78]. Since ordinary capacitors are not 
sufficient to simulate the dynamic characteristics of real 
batteries at intermediate frequency, a constant phase ele-
ment (CPE) is introduced to describe film capacitors that 
consider the dispersion effect. CPE has no direct physi-
cal significance, and it is used to describe the dispersion 
effect and its behavior deviating from capacitance. When 
its exponent is equal to 1, it behaves as a capacitor, and 
when its exponent is equal to 0, it behaves as a resistor.

The expression of ECM is a strong nonlinear equa-
tion about impedance measurement frequency, and the 
selection of initial parameters is very important to solve 
the nonlinear equation [44]. When the initial parameter 
selection is not appropriate, the impedance spectrum fit-
ting will not converge, resulting in incorrect parameters. 
Fitting the ECM can be performed by complex nonlin-
ear least squares (CNLS) [27, 73, 79]. Real and imaginary 

Table 1  Correlation between impedance curve change and degradation mechanism

EIS region Degradation mechanism

SEI growth Li plating/
dendrites 
formation

Electrolyte 
decomposition

CEI formation and 
charge transfer slow 
down

Corrosion 
of current 
collectors

Particle 
cracking of the 
cathode

Ohmic region [65] [66] [66–68] [67]

Mid- frequency region [semiarch 1] [69–73]

Mid-frequency region [semiarch 2] [71–73]

Low- frequency region [74]
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components are fit simultaneously with uniform weight-
ing, and the objective function to minimize is [80]:

where N  is the frequency number of the real and imagi-
nary parts of the impedance, Z ′

data and Z ′ ′

data are the real 
and imaginary parts of the real impedance data respec-
tively, Z ′

model and Z ′ ′

model are the corresponding real and 
imaginary parts of the impedance data after fitting.

In the ECM of LIBs, each area in the Nyquist diagram 
has corresponding circuit links. The fitted ECM is usu-
ally composed of a resistor (R), capacitor (c), inductor (L), 
CPE and Warburg (W) [81]. The Nyquist diagram of each 
component is shown in Fig. 4, where:

(a)	 The ultra-high frequency (UHP) segment is a ver-
tical line below the real axis, caused by the move-
ment of electrons in the wire and the winding of the 
internal electrode [82], represented by the L. The 
intersection of the vertical line and the X axis repre-
sents the R formed by the movement of electrons in 
the solid metal and ions in the electrolyte phase.

(b)	 The first arc in the middle frequency range is gener-
ated by lithium-ion diffusion through the SEI layer. 
RC elements are usually used for modeling in IOM, 
and the ZARC element is used in the FOM. RSEI 
represents SEI resistance.

(c)	 The second arc in the middle frequency describes 
the charge transfer process in the electrode reac-
tion. When ions are absorbed on the electrode sur-
face, a double-layer effect occurs at the interface 
between the electrode and the electrolyte. The lay-
ers are separated by a layer of solvent molecules. 

(5)
X2 =

N

n=0

[Zdata′(ωn)− Zmodel ′(ωn)]
2

+ Z
′′

data(ωn)− Z
′′

model(ωn)
2

The behavior of the solvent layer is similar to that 
of the dielectric in a capacitor. Therefore, it is mod-
eled as a capacitor [83]. The second constant phase 
element CPE is introduced to describe the double-
layer capacitance, and Rct represents the charge 
transfer resistance.

(d)	 The low-frequency region: W is the Warburg 
impedance, i.e., the diffusion impedance of lith-
ium ions in the electrode material. This usually 
presents as a straight line of approximately 45° on 
the Nyquist plot [84]. A phase shift of 0.5 can be 
observed on the Bode plot.

Figure  5 shows the more common ECMs. RC and 
ZARC units are usually used to model the intermediate 
frequency region, which corresponds to the half arch of 
the intermediate frequency region [85]. The Warburg 
element is used to model the low-frequency region. The 
Warburg element is placed in series with other circuit 
elements or placed on the resistance branch of the sec-
ond RC/ZARC element to represent the diffusion tail. 
The ECM fitted by different research entry points will be 
slightly different. Increasing the number of networks can 
improve accuracy, but will sacrifice time and computing 
power [59, 86].

4 � SOH estimation method based on EIS
4.1 � Definition of SOH
The SOH of LIBs indicates the capacity of the current 
battery to store electric energy compared to the new 
battery, and represents the state of the battery from the 
beginning of its life to its end in the form of a percent-
age. The SOH of a new battery is 100%, and when the 
SOH of the battery reaches 80%, it is generally considered 

RC

CPE

Zarc

WNyquist  plotECM

0

Im
(Z

)

Ultrahigh
frequency

High 
frequency

Intermediate 
frequency

Low 
frequency

Fig. 4  Representation of ECM components on impedance spectrum 
curve Fig. 5  Circuit diagram of common ECMs
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that the end of the battery life has been reached [82]. 
SOH estimation is more challenging than state-of-charge 
(SOC) estimation [87]. As the battery cycles increase, 
the maximum available capacity decreases and the inter-
nal resistance increases. From the different performance 
characteristic parameters selected, two commonly used 
SOH definitions are given: one from the perspective of 
capacity, and the other from the perspective of internal 
resistance, shown as:

where Cnow represents the maximum allowable discharge 
capacity, C0 represents the nominal capacity of the bat-
tery, Rnow represents the internal resistance at current 
time, Rnew represents the internal resistance at current 
time from new cell, and REOL represents the internal 
resistance at the battery’s end-of-life.

4.2 � Method based on fitting equivalent circuit model
4.2.1 � IOM
In the initial fitting model methods, most studies mod-
eled LIBs through IOM models. In [81], the param-
eters of LIBs are characterized based on the traditional 
IOM model, but the relationship between the param-
eter changes and the SOH has not been studied. Refer-
ence [88] defines the SOH of batteries based on changes 
in ESR , Rct and Rsei parameters in IOM. It is found that 
Rsei does not change significantly during discharge until 
40% SOC, and then increases gradually after 30% SOC 
is exhausted. This demonstrates that Rsei changes more 
stably in different SOCs. The Rct value has a concave 
behavior throughout the SOC scan. Subsequently, the 
resistance parameters are used as inputs to the artificial 
neural network for nonlinear fitting with the SOH. The 
error percentages for ESR , Rsei and Rct are 5%, 1.5%, and 
1%, respectively.

The main drawback of IOM is that it is impossible to 
match the low-frequency region of battery impedance 
in the frequency domain by using integer order ECM. 
However, CPE can well define low-frequency regions. In 
addition, a parallel combination of CPE and resistors is 
required to define the mid-frequency region of the EIS 
curve, which typically appears as a concave semicircle.

4.2.2 � FOM
Compared with IOM, FOM can better characterize 
the characteristics of LIBs. Reference [89] proposes an 
FOM for a new generation LIBs electric vehicle model 
based on IOM, in which genetic algorithm-based model 

(6)SOH =
Cnow

C0
× 100%

(7)SOH =
REOL−Rnow
REOL−Rnew

× 100%

parameter identification and fractional order identifica-
tion are also used. However, the effect of aging on bat-
tery models is not studied. In [90], the fitting algorithm 
for FOM parameters is introduced, based on the sim-
plified main variables and a gradient-based optimiza-
tion method. However, the battery model considered is 
too simple and the frequency range of the EIS spectrum 
studied is small (1 Hz—3 kHz).

Based on the aging mechanism of LIBs mentioned in 
Sect.  3, the corresponding FOM can be fitted through 
EIS data, and the SOH of batteries can be determined 
according to the regional variation. In [91], the short-
comings of relevant research (Table 2) are summarized 
and an FOM model is established as shown in Fig.  6. 
An exponential relationship between charge trans-
fer resistance and residual capacity is proposed, and 
a probability model is established for the first time by 
combining environmental temperature and the SOC to 
achieve accurate estimation of LIBs in dynamic envi-
ronments using the advantages of the ECM model and 
EIS measurement.
Rct , which is affected by temperature and SOC, is 

selected as the impedance characteristic for estimat-
ing the SOH of LIBs. The SOH of batteries decays 

Table 2  Defects of some methods based on ECM modeling

Reference Part of 
impedance

Disadvantage

[92] RSEI Temperature is not considered

[36, 93] Rohm Temperature is not considered

[94] Rct The relationship between Rct 
and SOH is not quantitatively 
established

Fig. 6  FOM model. Reprinted with permission from [91]. Copyright 
2021, IEEE
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exponentially with the charge transfer resistance, and 
their relationship is given as:

where α , β , and γ are constant parameters, and x(T ) is 
the temperature function.

The above model is used to fit the battery data in differ-
ent states of charge, given as:

In addition, a probability model is constructed to map 
the relationship between the SOH and Rct considering 
both temperature and the SOC, shown as:

where α,β1,β2,β3, γ are parameters of the SOH mean, 
and σ is the uncertainty of the SOH.

(8)
SOH(Rct ,T ) = α · exp(x(T ) · Rct)

= α · exp(β · eγ ∗T · Rct)

(9)

SOH(Rct ,T , SOC) =



1.026 exp(−1.039Rct · e
0.0729T ), SOC = 100%

1.058 exp(−2.314Rct · e
0.0717T ), SOC = 80%

1.049 exp(−1.684Rct · e
0.06462T ), SOC = 50%

1.037 exp(−1.746Rct · e
0.0739T ), SOC = 30%

(10)
SOH ∼ N (α · exp((β1 · SOC

2+

β2 · SOC + β3) · Rct · e
γ ∗T ), σ)

In [95], a fractional impedance model is established 
through EIS data, and the discrete state space equation of 
the impedance model is derived according to the definition 
of Grunwald–Letnikov, which realizes the SOC estimation 
of LIBs. Similarly, reference [96] introduces a simplified 
fractional impedance model to characterize the perfor-
mance of batteries (Fig.  7a). According to circuit theory 
and the equivalent circuit shown in Fig.  7a, the equation 
can be expressed as:

where Vser represents the voltage on the ohmic resistor 
( Rser ). The parallel combination of resistors and constant 
phase components is considered as ZARC . In addition, 
V1 represents the voltage on ZARC1 , and can be used to 
characterize the concentration polarization phenomenon 
inside the battery. Finally, V2 represents the active polari-
zation voltage on ZARC2.

FOM can be described as:

(11)





V0 = VOCV + Vser + V1 + V2

Vser = −RserI

−I = C1�
αV1 + V1/R1 = C2�

βV2 + V2/R2

�αV1 = −I/C1 − V1/R1C1

�αV2 = −I/C2 − V2/R2C2

(12)
{
�Nx = Ax + BI
y = Cx + DI

Fig. 7  Flow chart of SOH estimation based on FIM. a Simplified equivalent circuit based on the lithium-ion battery EIS and HPPC test. b Flow 
chart for parameter identification. c Internal parameter identification for batteries with different SOH. d SOH estimation based on BPNN. Reprinted 
with permission from [96]. Copyright 2020, Elsevier Ltd
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where A =

[
−1/R1C1 0

0 −1/R2C2

]
 , B =

[
−1/C1

−1/C2

]
 , 

C = [1, 1] , D = [−Rser] , N =

[
α

β

]
 , x =

[
V1

V2

]
 , 

y = [V0 − VOCV ] , and x ∈ R2.
The Grünwald-Letnikov fractional order calculus is 

defined as:

where a�r
t is the fractional order calculus operator, h is 

the sampling period, k is the amount of sampling, and (
r
j

)
 is the Newton binomial coefficient generalized to 

real numbers, which can be expressed as 
(
r
j

)
= r!

j!(j−r)!
.

This model combines fractional order theory and EIS 
information, and can fully balance the relationship between 
model complexity and computational efficiency. Identi-
fying model parameters through a least squares genetic 
algorithm, the relationships between the SOH of the bat-
tery and the respective internal identification parameters, 
including Ohmic resistance ( Rser ), polarization fractional 
order ( α ), and activation polarization fractional order ( β ), 
are shown in Fig.  7c. Because of the difficulties in accu-
rately describing the relationships between battery SOH 
and these parameters using a function, a backpropaga-
tion algorithm is introduced to estimate the SOH based 
on the identified model parameters and interval capacity. 
The experimental results validate the effectiveness of this 
method, with an error margin of only [− 1.5%, 1.5%].

Reference [78] generates EIS data for a battery model 
using RLS technology (Fig. 8) combined with SVF based 
on FID parameters, and compares it with the actual EIS 
of lithium-ion batteries. The regression model obtained 
from the reconstructed EIS is then used in the particle 
filter (PF) framework to predict the RUL of the battery. 

(13)G
a �

r
t f (t) = lim

h→0
kh=t−a

h−r
k∑

j=0

(−1)j
(
r

j

)
f (t − jh)

This method can be implemented on an online platform 
without the need for measuring actual EIS data. In order 
to demonstrate the rationality of the proposed estima-
tion method, comparative analysis is also conducted on 
IOM-based methods. Based on the observations of time 
domain, frequency domain, and life estimation behavior, 
it can be concluded that FOM exhibits better accuracy, 
with an R2 value of 0.9978 and RMSE value of 0.0057.

4.3 � Method based on data‑driven
The data-driven approach does not rely on the aging 
mechanism of the battery, and can extract features 
related to battery SOH from a large amount of data, thus 
avoiding the complexity of model acquisition [97, 98]. 
With the development of deep learning, this method has 
received more attention and application.

4.3.1 � Gaussian process regression
Gaussian Process Regression (GPR) has been used to 
estimate the SOH of LIBs in many studies [25, 99, 100]. 
GPR is a machine learning model based on Bayesian the-
ory and kernel function. The model directly outputs the 
uncertainty (confidence interval) about the estimation 
point value and can give a better regularization effect 
without cross validation. The Gaussian process is com-
posed of mean function m(x) and covariance function 
k(x, x′) , which are expressed as:

where f (x) is the target output, and x is the n-dimen-
sional input vector. The corresponding Gaussian process 
expression is expressed as:

Generally, functions are noisy, assuming that the noise 
is additive, independent and Gaussian, so the relationship 
between input x and output y is:

where ε ∼ N (0, σ 2) is the white noise with variance 
σ 2
n  . The prior distribution of observed values can be 

expressed as:

where In is the n-dimensional identity matrix. In the 
covariance matrix, hyperparameter θ = [σf , I , σn] can be 
optimized by maximizing likelihood, which is expressed 
as:

(14)m(x) = E[f (x)]

(15)k(x, x′) = E
{
[f (x)−m(x)][f (x′)−m(x′)T ]

}

(16)f (x) ∼ GP[m(x), k(x, x′)]

(17)y = f (x)+ ε

(18)y ∼ N [0,Kf (x, x)+ σ 2
n In]

Fig. 8  Framework of the RLS method for online parameter 
estimation. Reprinted with permission from [78]. Copyright 2018, IEEE
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The joint prior distribution of observed value y and 
predicted value y∗ in the test dataset x∗ is:

Based on the joint prior distribution of y , the posterior 
distribution p(y∗|x, y, y∗) can be calculated as:

In (21), predicting the average value y∗ and covariance 
cov(y∗) is as follows:

In [101], the largest international database on the 
impedance and corresponding aging of LIBs is estab-
lished. Unlike previous studies, ARD is used to extract 
data from EIS data at frequencies (17.8 Hz and 2.16 Hz) 
that are highly correlated with SOH trends as input fea-
tures. These are then combined with GPR for estimation. 
In addition, by combining the training data collected at 
three different temperatures (25℃, 35℃, and 45℃), the 
model can still achieve estimation at different tempera-
tures. Experiments have been conducted on all charging 
and discharging states, and it is found that the fifth state 
is the optimal state for estimating the SOH. Compared 
with using discharge curve features as inputs to GPR, it 
is demonstrated that the EIS method achieves lower esti-
mation errors (see Table 3).

It should be noted that the battery SOH is affected by 
the selected frequency, temperature, and the SOC. The 
selection of impedance data for a specific frequency 
cannot guarantee the accuracy of SOH estimation in a 

(19)
L = −

1

2
log[det[Kf (x, x)+ σ 2

n In]]−

1

2
yT [Kf (x, x)+ σ 2

n In]
−1y−

n

2
log 2π

(20)
[
y

y∗

]
∼ N (0,

[
Kf (x, x)+ σ 2

n

Kf (x, x
∗)T

Kf (x, x
∗)

Kf (x
∗, x∗)

]
)

(21)p(y∗|x, y, y∗) = N [y∗|y∗, cov(y∗)]

(22)y∗ = Kf (x, x
∗)T [Kf (x, x)+ σ 2

n In]
−1y

(23)
cov(y∗) = Kf (x

∗, x∗)− Kf (x, x
∗)T×

[Kf (x, x)+ σ 2
n In]

−1Kf (x, x
∗)

dynamic environment [102]. The same dataset is used in 
[103] through unsupervised learning (InfoGAN), and fea-
tures are extracted from full-frequency impedance data. 
Automatic feature extraction can be achieved through 
InfoGAN, which greatly reduces the time required. The 
extracted features are then applied to GPR to estimate 
the discharge capacity of the battery. The experimental 
results demonstrate that under all operating conditions 
of LIBs with a nominal capacity of 45 mAh, the fifth state 
has the best performance, and the estimation error is 
shown in Table 4.

4.3.2 � Artificial neural network
Among the methods of machine learning, artificial neu-
ral networks (ANN) are the most prominent, with their 
strong robustness, fault tolerance, and generalizability 
[104]. ANN have become the center of deep learning and 
are now being used for tasks such as image classification, 
object detection, and cooling system design [105–107]. 
In addition, ANN can give full play to the high-speed 
computing ability of the computer, quickly find the opti-
mal solution, and improve computing efficiency [108]. It 
is particularly advantageous to use neural networks for 
SOH estimation of LIBs, because the degradation mode 
of batteries can be learned by analyzing the impedance 
behavior of multiple batteries [109].

4.3.2.1  BP neural network  Compared to model-based 
methods, data-driven methods do not require an under-
standing of the internal decay mechanism of LIBs. Only 
the measured data related to capacity decline need to be 
fed into the neural network, and the estimation of SOH 
can be realized by adjusting the hyperparameter of the 
network [110].

Reference [111] uses convolutional neural networks 
(CNN) to mine EIS data, and then estimates the cyclic 
lifespan of LIBs using fully connected neural networks 
(FNN). As shown in Fig.  9, the FNN configured in the 
experiment is a four-layer neural network. As a rule of 
thumb, the selection of the number of neurons in the hid-
den layer is determined by the number of neurons in the 
input layer. The estimated results are shown in Fig.  10. 
However, this method cannot be applied to online 

Table 3  RMSE of EIS based method and method using discharge 
curve as input

Input Cells

25C05 25C06 25C07 25C08

EIS 8.57 18.19 5.25 5.03

Capacity and volt-
age curves

43.22 34.28 38.14 73.20

Table 4  Estimation results of the fifth state data using EISGAN

Method Stage Cell MAE (mAh) RMSE (mAh) R
2

EISGAN 5 25C05 0.7256 0.8569 0.8326

25C06 0.7127 0.9114 0.7907

25C07 1.6835 1.8063 0.0729

25C08 1.7357 1.8676 0.3970
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measurement, and the proposed model can only achieve 
estimation under 100% SOC conditions.

The backpropagation (BP) neural network introduces 
the backpropagation algorithm on the basis of FNN, 
and is mainly divided into two stages: forward propa-
gation of signals and back propagation of errors. It 
sequentially adjusts the weight and bias from the hid-
den layer to the output layer, as well as the weight and 
bias from the input layer to the hidden layer. EIS data 
with frequencies ranging from 0.02 to 20 kHz are used 
in [112], and the preprocessed data are features learned 
through a convolutional autoencoder (CAE). Subse-
quently, a BP neural network consisting of four hidden 
layers and four dropout layers is used, and the input of 
this network is a flat potential feature extracted by the 
CAE. Applying L2 regularization with 0.001 L2 param-
eter, the specific process is shown in Fig. 11. Compared 

to [103], the established model shows better predictive 
performance at 35℃ and 45℃, with RMSEs of 0.0129 
and 0.0112, respectively.

After verification, the correlation between ANN input 
and SOH determines the final evaluation. ANN does 
not need to delve into the internal operating mechanism 
of LIBs, and can better evaluate the aging trend of LIBs 
using previous information.

4.3.2.2  Extreme learning machine  The Extreme learning 
machine (ELM) and BP are both based on the architecture 
of a feedforward neural network, and their differences lie 
in the different learning methods. The BP algorithm uses 
the gradient descent method to learn by using the back 
propagation method, and needs to update the weight and 
threshold constantly through iteration. In contrast, ELM 
learns by increasing the number of hidden layer nodes, 

207
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1

1

16

Filters

Convolution

2 Convolution  LayersPadding

Input Data

Flatten

.......
.......
.......

4 Fully Connected  Layers

320 160 80
Output

Neuron

1

32

Filters

Convolution

Fig. 9  Architecture of CNN estimation model. Reprinted with permission from [111]. Copyright 2022, Springer

Fig. 10  Absolute error values for each of the samples
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which are generally determined according to the num-
ber of samples, and linking the number of hidden layers 
with the number of samples. In many feedforward neural 
networks, the default maximum number of hidden layer 
nodes is the number of samples. It does not require itera-
tion, so it is much faster than BP.

In [113], the Fast Fourier Transform (FFT) measure-
ment of EIS is improved and a SOH estimation model is 
established in conjunction with ELM, as shown in Fig. 12. 
To ignore the impact of SOC, six EIS features that do 
not change with SOC but are closely related to SOH are 
selected as inputs within a specific frequency range. The 
Spearman correlation coefficient is used to test the cor-
relation between HFs and aging ability. The results show 
that their RMSEs are all lower than 0.02.

4.3.2.3  Recurrent neural network  Due to the lack of 
memory for previous weights and thresholds in full FNN, 
the estimation performance may be unstable. Although 
the use of a BP algorithm can optimize neural networks 
and converge weights to a certain value, it is easy for it 
to fall into local optima while not guaranteeing global 
optima.

The emergence of Recurrent Neural Networks (RNN) 
has effectively addressed these shortcomings. RNN 
consists of Simple-RNN, Long-Short-Term-Memory 

(LSTM), and Gated-Recurrent-Unit (GRU). Because 
the gradient of a Simple-RNN disappears, RNN can 
only have short-term memory and cannot support the 
memory of a constant sequence. LSTM is a variant of 
RNN, which combines short- and long-term memory 
through sophisticated gate control, and solves the prob-
lem of gradient disappearance to some extent. As a var-
iant of LSTM, GRU has a simpler structure than LSTM. 
When the dataset is small, it can achieve results com-
parable to LSTM and has higher estimation efficiency. 
Therefore, applying RNN to SOH of LIBs can produce 
more accurate estimation results.

The structure of LSTM is shown in Fig. 13. LSTM has 
three gates: the forgetting gate which discards excess 
information, the input gate which selects key informa-
tion to be stored in the internal state, and the output 
gate which is used to determine the output informa-
tion. Therefore, LSTM neural networks can effectively 
store and update key information over a long period of 
time without gradient vanishing [114].

The data processing process of an LSTM neural net-
work is as follows:

Discard unnecessary information from the previous 
unit ct−1 in the forgetting gate ft:

Fig. 11  Two-stage deep learning architecture for the proposed charge capacity prediction. Reprinted with permission from [112]. Copyright 2023, 
Springer



Page 13 of 17Liu et al. Protection and Control of Modern Power Systems            (2023) 8:41 	

Update input units it and c̃t:

(24)ft = σ(wf xt + uf ht−1 + bf )

Update unit C:

Generate output ht based on input ot and ct:

Reference [115] uses the features extracted from EIS 
data using CNN as the input of the neural network, and 
the SOH of LIBs as the output. The initial value of the 
learning rate is set to 0.001, and the hidden layer is set 
to 56 units. A dropout algorithm is used to suppress 
overfitting, which is set to 0.5, and an Adam algorithm 
is used to optimize the neural network. An improved 
optimization algorithm is introduced to achieve 

(25)it = σ(wixt + uiht−1 + bi)

(26)c̃t = tanh(wixi + uihi−1 + bc)

(27)ct = ft ct−1 + it c̃t

(28)ot = σ(woxt + uoht−1 + bo)
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Fig. 12  Offline construction of ELM based SOH estimation model and online fast EIS calculation and ELM based SOH estimation block diagram. 
Reprinted with permission from [113]. Copyright 2022, IEEE

Fig. 13  The structure of LSTM
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automatic optimization of network parameters, and the 
final results are shown in Table  5. This demonstrates 
the importance of optimization algorithms for estima-
tion performance.

Table  6 summarizes the two existing methods. The 
advantage of the ECM model is that the model structure 
is relatively simple, while the disadvantage is that the 
error in model parameter identification will continue to 
increase. Additionally, the estimation accuracy is greatly 
affected by the ECM structure. In terms of adaptability, 
ECM-based methods are generally used for laboratory 
research. The data-driven approach is based on collect-
ing data and mining hidden information through various 
data analysis and machine learning methods for estima-
tion. However, this method has a serious dependence on 
data, and the obtained data may have uncertainty and 
incompleteness. It is also unrealistic to test all possible 
life influencing factors in practical applications. Although 
this estimation method is easy to implement, it is not 
widely used at present because of the current level of 
hardware and data storage technology.

5 � Summary and prospects
The precise estimation of the SOH in LIBs is beneficial 
for the development of various fields such as battery pro-
duction, cascade utilization, and recycling. At present, 
the testing of EIS mostly relies on expensive electrochem-
ical workstations, so they are mostly used for laboratory 
research on batteries. The SOH estimation methods of 
LIBs can be roughly divided into fitting model-based 
and data-driven methods, each with its own advantages 
and disadvantages. In recent years, data-driven methods 
have become a research hotspot. However, this method 
requires a large amount of comprehensive data to estab-
lish the model, and because of the presence of noise 

pollution, the accuracy of the data will directly affect 
the quality of the evaluation results. Therefore, ensuring 
high-precision data collection is a key technical issue that 
needs to be overcome. In addition, under the same esti-
mation model, the setting of the initial value of the model 
and the selection of hyperparameter will affect the evalu-
ation results. It is necessary to extract highly correlated 
features from EIS data, and consequently it is necessary 
to develop a new type of sequence estimation model to 
improve evaluation accuracy.

In reality, batteries are usually connected in series and/
or parallel to form a battery pack. Under normal oper-
ating conditions, there are inherently different changes 
between the batteries in the battery pack, and as the bat-
teries age, the changes between the batteries will become 
greater. This will result in SOH deviation between indi-
vidual batteries in the battery pack. Therefore, the SOH 
estimation method for a single battery may not be appli-
cable to battery packs. Although the above research 
has achieved certain milestones in individual batteries, 
adjusting SOH estimation technology from individual 
batteries to battery packs remains a huge challenge.

Abbreviations
LIBs	� Lithium-ion batteries
SOH	� State-of-health
BMS	� Battery management system
EIS	� Electrochemical impedance spectroscopy
ECM	� Equivalent circuit model
FT	� Fourier transform
FFT	� Fast Fourier transformation
CNN	� Convolution neural network
RMSE	� Root mean square error
K-K	� Kramers–Kronig
SEI	� Solid electrolyte interface
SOC	� State-of-charge
IOM	� Integer order model
FOM	� Fractional order model
CPE	� Constant phase element

Table 5  The RMSE of different models for LIBs

Method 25C01 25C02 35C01 35C02 45C01 45C02

IPSO-CNN-BiLSTM 0.0176 0.0238 0.0145 0.0183 0.0236 0.0188

IPSO-CNN-BiLSTM 0.02 0.0268 0.0178 0.0238 0.0292 0.0216

CNN-BiLSTM 0.0341 0.0286 0.0209 0.0266 0.0385 0.0223

LSTM 0.0343 0.0368 0.0225 0.0281 0.0436 0.0239

Table 6  Comparison of SOH estimation methods based on EIS

Method Advantages Disadvantages

ECM The model is simple, and can reflect the aging mecha-
nism of the battery

Parameter identification error is large, poor 
generalization, and low model update rate

Data-driven Easy to use, and no need to analyze the aging mechanism 
of the battery

Need a lot of data, and high calculation cost
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CNLS	� Complex nonlinear least squares
FIM	� Fractional impedance model
RUL	� Remaining useful life
RLS	� Recursive least squares
SVF	� State variable filter
PF	� Particle filter
GPR	� Gaussian process regression
ELM	� Extreme learning machine
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