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Abstract 

The ongoing transformation of electrical power systems highlights the weaknesses of the protection schemes of 
traditional devices because they are designed and configured according to traditional characteristics of the system. 
Therefore, this work proposes a new methodology to study the fault-generated high frequency transient signals 
in transmission lines through multiresolution analysis. The high frequency components are determined by a new 
digital filtering technique based on mathematical morphology theory and a spectral energy index. Consequently, 
wide spectra of signals in the time–frequency domain are obtained. The performance of this method is verified on an 
electrical power system modeled in ATP-Draw, where simulation and test signals are developed for different locations, 
fault resistances, inception angles, high frequency noises, sampling frequencies, types of faults, and shapes of the 
structuring element. The results show the characteristics of the fault such as the traveling wave frequency, location, 
and starting time.

Keywords  Digital filter, High frequency, Mathematical morphology, Time–frequency, Traveling waves

1  Introduction
The protection schemes and fault locating algorithms 
on Transmission Lines (TLs) are based on the use of the 
fundamental frequency. Therefore, these algorithms use 
phasors to calculate the impedance and the subsequent 
distance between the fault and protection relay.

One limitation of these methods is the dependence on 
the accurate extraction of the fundamental frequency 
phasors. In addition, the increase in the amount of power 
electronic equipment is causing challenges in electrical 
studies because they have the ability to control signals in 
both steady-state and fault conditions, which modifies 

the common behavior of the currents and voltages 
[1]. Also, it has been verified that the response time of 
inverter power control systems coincides with the oper-
ating time scale of the relays, resulting in more challenges 
to protection schemes [2]. Therefore, this means that the 
behavior of inverters is part of a new approach to stud-
ies in electrical systems as mentioned in [3]. Accordingly, 
the motivation arises to develop new methodologies that 
adapt to the operating characteristics of future power 
grids.

The use of transient signals as part of electrical fault 
studies again represents an attractive way of analysis, 
since it is based on instantaneous signals. Moreover, it 
only needs information from the first few milliseconds of 
the fault (< 10 ms), which makes it very attractive for fast 
fault clearance [4]. This study was born as a "noise" con-
cept caused by short-circuits because Traveling Waves 
(TWs) affect the voltage and current waveforms when a 
fault occurs on a TL [5–7]. Thereafter, it has been studied 
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as a transient spectrum of a series of harmonics caused 
by TW where the presence of high frequency compo-
nents in the signal is identified [8–11]. In that sense, new 
techniques that decouple the perturbation components 
from the base signal are the subjects of study, which 
implies an analysis in the time–frequency domain as 
shown in [12]. In addition, references [13] and [14] high-
light that the behavior of the frequency spectrum of a 
fault provides information about its location, while [15] 
and [16] present protection studies based on this theory. 
This shows the great relevance of the study of transient 
components, although these methodologies require a 
suitable digital filter.

The extraction of fault information in different spectral 
frequency bands has been developed using the wavelet 
transform, which was introduced by Stephane Mallat 
[17]. The use of the wavelet transform was an alterna-
tive for processing high-frequency transient signals as 
shown in [18–24], in which their behavior for different 
frequency bands were studied. Many of these methods 
require only the TW arrival time information from the 
line terminals. This is used to extract the peaks caused by 
the TW in the voltage or current signals. Then, the dif-
ference in arrival times of the two-line terminals is used 
to determine the fault location. However, this method 
needs a communication channel and there is a risk of 
fault inception at the zero crossing of the voltage signal, 
in which circumstance the TW may not be clearly identi-
fied. On the other hand, methods based on multiresolu-
tion decomposition are performed over a limited range 
of frequencies, and high frequency components are not 
visualized thereby risking the loss of information. In 
addition, the wavelet transform breaks down a signal into 
frequency bands, which may not allow enough high reso-
lution information to be obtained.

Techniques using mathematical morphology (MM) 
theory have become part of the study of transient signals, 
as explained in [25–28]. These studies develop a filter that 
suppresses the interference noise superimposed on the 
transient of TW, which is proven to be more efficient than 
the wavelet transform in filtering noises. However, they 
do not cover in depth the transient behavior of high fre-
quency components for multiresolution analysis (MRA). 
The MM theory presents qualities to continue improving 
its methodological criteria and adapting to the applica-
tions required in power systems as mentioned in [29]. In 
this sense, the motivation arises to develop the MRA with 
high resolution and the lowest computational cost. There-
fore, this work develops a method based on MM to deter-
mine the wide spectrum of high-frequency components 
as an application in digital processing for the Intelligent 
Electronic Device (IED) in TL, highlighting that the mor-
phological method is suitable for analyzing signals with 

nonlinear characteristics and has the ability to extract fre-
quency components with high resolution.

2 � Fault‑generated high‑frequency transient 
signals

In electromagnetic transient (EMT) studies, the analy-
sis of signals over different time scales is vital, although 
this involves dealing with a wide spectrum of frequencies. 
Therefore, it is convenient to characterize the components 
of the signal, which are mainly made up of components 
such as the information signal, base signal and noise, as 
shown in Fig. 1. These signals can be categorized accord-
ing to their oscillating frequencies. The base signal is broad 
trending and the frequency range is low, normally at the 
rated 50 or 60 Hz of the electrical system. The noise signal, 
which it is desired to eliminate or mitigate as much as pos-
sible, generally occurs at a very high frequency. The infor-
mation signal, which is of interest to process, is generally 
in the medium or high frequency range. Although there is 
no exact difference between the frequencies of the noise 
and the information signal, in this work the traveling wave 
effect is used as the information signal.

When a short-circuit occurs on a TL, TWs and reso-
nances arise in voltage and current signals, affecting their 
waveforms. Furthermore, these signals contain a spectrum 
of high frequency and are associated with a series of har-
monics, which in turn are related to the fault distance. In 
this sense, the study of fault-generated high frequency tran-
sient signals involves the analysis of TW features.

2.1 � Reflection and refraction of traveling waves
The reflection and refraction phenomena of TW cause 
distortions in the electrical signals [5]. This distortion can 
be considered periodic, since the period depends on the 
impact instants of the TW and the reflection on the fault. 
This can be represented by a Lattice diagram as shown in 
Fig. 2.

As shown in Fig.  2a, when a TW generated by an 
electrical fault in the TL (Line L-R with line character-
istic impedance Z1c) impacts the terminals, it causes 
a reflected and refracted wave because of the change 
of propagation medium, i.e., the TW enters a new 
medium with different characteristic impedance of the 
adjacent line R-T or S-L. This effect is repeated as the 
wave finds new boundaries. However, this phenome-
non is damped because the wave loses intensity at each 

Fig. 1  Transient signal components
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impact. The magnitude and distribution of TW arrivals 
are affected by fault location, reflection coefficient and 
system topology. Therefore, a relay located on Bus L of 
the TL L-R detects the second fault-reflected impact 
after several previous arrivals. This impact caused 
by the reflection at the fault location takes 2τ time as 
shown in points 1 and 2 of the red arrows in Fig. 2a for 
an internal fault and Fig.  2b for an external fault (line 
R-T).

Figure  3 shows the magnitudes and arrival times of 
the TW signals caused by faults. The highest peaks or 
crests represent the impacts of the TWs due to reflec-
tion on the fault itself. This phenomenon leads to dis-
tortion of the base signal and is associated with a 
period, which implies the presence of the frequency of 
the traveling wave.

In order to calculate the period of the transient signal, 
the reflection coefficient (ΓTW) plays an important role. In 
a test system shown in Fig. 4a, when the TW impacts Bus 
L, the reflected wave may be of positive or negative sign. 
This is determined by the relationship between the char-
acteristic impedances of the two media as:

If Z0 is greater than Z1c, the TW backs to the fault 
with a negative sign, otherwise the TW backs to the 
fault with a positive sign. In the first case, the impact of 
the TW on the fault must be repeated twice to return to 
the initial case, and thus to repeat the cycle 4τ seconds 
must elapse. However, in the second case, the impact of 
the wave on the fault must be repeated once to return 
to the initial case, and the cycle is completed in 2τ sec-
onds. This fact can be clearly identified in Fig. 4b.

(1)ŴTW =
Z1C − Z0

Z1C + Z0

Fig. 2  Effect of reflection and refraction of TW by lattice diagram

Fig. 3  Characteristics of the TW arrival time

Fig. 4  Period of the transient signal for different reflection coefficient 
sign: a test system; b ΓTW < 0, ΓTW > 0
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Consequently, there are two possible cases in the signal 
period (2τ and 4τ) where the traveling wave frequency is 
the inverse of their period:

where τ = d/v is the wave travel time from the fault loca-
tion to Bus L, d is the fault distance in km, v is the TW 
speed in km/s (near the speed of light). The TW speed 
and the line characteristic impedance are determined by 
the inductance (L) and capacitance (C) of the TLs, with 
v = 1/√(LC) in km/s, Z1c = √(L/C) in Ω. Considering the 
following representative values of L = 0.8467 mH/km and 
C = 0.014  uF/km for the 220  kV transmission line, then 
v = 290,450 km/s and Z1C = 245.92 Ω. The frequency val-
ues associated with the fault distance are determined for 
both period cases as shown in Fig. 5.

3 � Theoretical model
Georges Matheron and Jean Serra proposed the Math-
ematical Morphology theory, which is based on set theory 
[30]. This method was applied to signal processing of the 
one-dimensional non-linear type with good robustness 
[31]. It is based on four basic operations defined as dilation 
(⊕), erosion (⊖), opening (•) and closing (◦). The opening 
and closing are constructed operations based on the com-
bination of dilation and erosion, as:

(2)Freqfault =
1

4τ
[Hz], Z0 = Large

(3)Freqfault =
1

2τ
[Hz], Z0 = Small

(4)
f ⊕ g (x) =max

m
f (x +m)+ g(m)|

(x +m) ∈ Df ,m ∈ Dg

where f(x) is the original one-dimensional discrete signal, 
g(x) is the structuring element (SE) function, Df and Dg 
are defined as the domains of f and g, respectively, and x 
is the signal sample. SE is a function used to interact with 
the main signal, and the aim is to obtain a match correla-
tion between this function and the behavior of the signal.

3.1 � Digital morphologic filter (DMF)
Two operators are defined to filter the noise in the signals, 
i.e., digital morphologic filter open-close and digital mor-
phologic filter close-open using the same SE, shown as:

where FMOC is the closing-opening morphological filter 
and FMCO is the opening-closing morphological filter. 
Because of the reduction of the opening operation, the 
output of the opening-closing filter becomes smaller, and 
because of the expansion of the closing operation, the 
output of the closing-opening filter becomes larger [32, 
33]. Therefore, a filter is built from the average value of 
the previous two filters shown in (8) and (9) as:

where DMFg is the filter by mathematical morphology 
with “g” as the SE.

The SE can adopt different shapes and lengths which 
depend on the type of analysis to be performed. Some stud-
ies propose the use of a linear shape, but it is also possible 
to use triangular or sine shapes because transient signals 
have no defined form. In this sense, the sinusoidal, linear 
and triangle function are shown respectively in (11), (12) 
and (13) as:

(5)

(

f⊖g
)

(x) =min
m

{

f (x +m)+ g(m)|

(x +m) ∈ Df ,m ∈ Dg

}

(6)
(

f • g
)

(x) =
[(

f ⊕ g
)

⊖g
]

(x)

(7)
(

f ◦ g
)

(x) =
[(

f⊖g
)

⊕ g
]

(x)

(8)FMOCf (x) =
(

f ◦ g • g
)

(x)

(9)FMCOf (x) =
(

f • g ◦ g
)

(x)

(10)DMFg f (x) =
FMOCf (x)+ FMCOf (x)

2

(11)

g(n) = A× sin

(

π

2

(

1+
Le

n

))

, Le =
[

−
n

2
:
n

2

]

(12)g(n) = A, Le =
[

−
n

2
:
n

2

]

Fig. 5  Transient signal frequency behavior for different fault 
distances
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where A is a constant that is the amplitude (A > 0), n is the 
level (n > 0) and Le is the SE length. Figure  6 shows the 
different shapes of the SE.

In that sense, the performance of digital filtering 
depends on the characteristics of the length and shape 
of the SE function.

3.2 � Multiresolution analysis of signals based on DMF
The aim is to obtain signal information for different 
frequency ranges. The length of the SE indicates the 
level of resolution, and therefore the variation of the 
SE length gives the ability to obtain different frequency 
ranges, which are used for the construction of the mul-
tiresolution signal. The process is detailed as:

where f1(x) is the filtered signal, g1 is the SE and H1(x) rep-
resents the multiresolution signal at level “1”. This analy-
sis is repeated using an SE (g2) with a new length:

where f2(x) is the filtered signal from f1, g2 is the SE and 
H2(x) represents the multiresolution signal at level “2”.

It is developed in a similar way for the following lev-
els, and therefore, it can be generalized as:

Finally, with this representation, it is possible to 
decompose the transient signals of the electrical faults 
in order to verify the signal characteristics in different 
frequency ranges.

(13)
g(n) = A

(

2× Le

n
+ 1

)

, Le =
[

−
n

2
: 0

]

∧

g(n) = A

(

−2× Le

n
+ 1

)

, Le =
[

0 :
n

2

]

(14)f1(x) = FMMg1f (x), H1(x) = f (x)− f1(x)

(15)f2(x) = FMMg2f1(x), H2(x) = f1(x)− f2(x)

(16)
fn(x) = FMMgnfn−1(x), Hn = fn−1(x)− fn(x)

(17)
Hn H2 H1

f = fn + fn−1 − fn + · · ·+ f1 − f2 +f − f1

3.3 � Spectral energy index (SEI)
The spectral energy index or simply spectral energy is 
determined as the sum of the squares of the instantane-
ous voltage or current signal values as:

where SEIi is the spectral energy for level i, Hi is the mul-
tiresolution signal (voltage or current) for level i, k is the 
summation index, N is the number of samples for a time 
window and ∆t is the time interval of the signal which 
depends on the sampling frequency.

3.4 � Multiresolution signal in time–frequency domain
The process starts with the detection of an electrical 
fault (short-circuit) on the TL. Then, the three-phase 
signals are read from the system, and the signals are 
extracted at a certain sampling frequency by means of 
analog/digital equipment (A/D conversion), which can 
be adapted to devices with different sampling frequen-
cies. After that, the analysis time window is defined as 
5 ms. The three-phase signals (abc) are transformed to 
modal signals (αβ0) by means of Clarke’s transforma-
tion, where aerial (αβ) and ground (0) modal compo-
nents are obtained. Thereafter, the signals are filtered 
using the DFM method and in this block the maximum 
level (M) of the MRA and the SE shape are set. In addi-
tion, for each level of calculation the result is stored in 
a multiresolution matrix (MR matrix). Figure  7 shows 
the flow chart of the methodology.

4 � Case study analysis
4.1 � Electric power system used
A 220  kV electric power system is developed in the 
software ATP-Draw for EMT simulations, as shown in 
Fig.  8a. The lengths of the TLs are 100  km (line L-R) 
and 80 km (line R-T). The model is based on the config-
uration of the tower structure shown in Fig. 8b, c, and 
the TLs are modeled using the JMarti method, which 
depends on the frequency. The IED as a measurement 
device is located on Bus L looking towards Bus R (L-R).

The MRA is developed for 120 multiresolution lev-
els based on different SE lengths, and these values are 
measured in samples (6–1200 with 10-sample step). 
The selection of SE lengths is distributed as shown in 
Fig. 9. It is relevant to note that the highest resolution is 
presented for large values of SE length in order to have 
greater accuracy of the far faults, especially at the bor-
der of the lines (Bus R).

(18)SEIi =

N
∑

k=1

(Hi)
2k�t

(a) (b) (c)

Fig. 6  Structuring element shapes: a sinusoidal shape, b linear shape 
and c triangular shape
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In addition, different types of faults are simulated. 
They are affected by certain considerations:

•	 Fault resistance values of 0.01, 25 and 50 Ω.
•	 Fault inception angle it is verified for four instants, 

considering values close to the maximum and min-
imum points, and instants close to the zero cross-
ing.

•	 Fault location five internal faults (1, 25, 50, 75 and 
99  km) in the line L-R and three external faults 
(1, 15 and 30  km measured from R to T). In the 
external fault cases, the 100  km of the L-R line 
are added, resulting in distances of 101, 115 and 
130 km.

•	 Noise in order to verify the robustness against 
noise, white Gaussian noise with signal-to-noise 
ratios (SNR) of 20, 30 and 40  dB with very high-
frequency is added.

•	 Sampling frequency 1 MHz, 500 kHz and 100 kHz 
are considered.

•	 SE shape three different geometric shapes are con-
sidered.

4.2 � Fault distance analysis
The frequency of the signal depends on the fault loca-
tion as detailed in the theoretical section. Therefore, it is 
very important to know the predominant frequency in 
the multiresolution analysis. For this analysis, faults with 
distances of 1, 25, 50, 75, 99, 101, 115, 130 km are consid-
ered. Figure 10a shows four examples. Figure 10b shows 
the characteristics of the cases in the time–frequency 
domain, where the predominant frequency spectrum for 
each case can be clearly identified. Another highlight is 
the magnitude of the SEI intensity which decreases as the 
fault moves away as shown in Fig. 10c.

The values obtained are compared with the theoreti-
cal curve. Table 1 shows the relationship of the frequen-
cies and the errors. As seen, in contrast to the first case, 
which has a high percentage of error because of low SE 
length approximation, the error percentages of the other 
cases are very low and good accuracy of the fault loca-
tion is obtained as shown in Fig. 11. Using this method, 
multiresolution signals can be uniformly adjusted along 
the entire line for greater accuracy, and the spectrum can 
also be reduced. However, this incurs a higher computa-
tional cost, and so it can be used as an off-line fault loca-
tor. On the other hand, the resolution can be decreased 
in the first kilometers of the line and increased at the bor-
der of the lines, so this can be used as protection equip-
ment in real time, one that identifies internal and external 
faults or a distance protection based on zones.

4.3 � Influence of fault resistance
In order to verify the behavior of the method for differ-
ent fault resistance values, 0.01, 25 and 50 Ω are consid-
ered. Figure  12 shows the maximum magnitudes of the 
SEI. These are 0.0153, 0.0138 and 0.0119 pu for each 
case respectively. Although it can be seen that the SEI 
decreases with the increase of resistance, the character-
istics of the time–frequency signals remain intact since in 
all cases the frequency of the fault signal is identified at 
1.428 kHz, which represents a fault distance of 50 km.

4.4 � Influence of the inception angle
When analyzing the generation of TWs caused by short-
circuits, care must be taken with the precise time at 
which the fault occurs, because faults that are very close 
to the zero crossing of the voltage signal do not generate 
prominent TWs. For this reason, many faults are verified 
for different inception angles, including very close to the 
zero crossing, the positive half-cycle and negative half-
cycle as shown in Fig. 13.

In Fig.  14, the four cases are analyzed for a fault at 
75 km. It can be seen that the third case presents lower 
transient components than the others and the maximum 

Read instantaneous three-phase voltage 
and current measurements from the IED

Transform phase signals (phase abc) to 
modal signals (mode αβ0) with Clark 

transformation

Digital Morphologic Filter DMF(g)

Digital filter

MR matrix

Time-frequency signal

Setting:
5ms

n=1

Resolution signal: H(n)

Start the short-circuit in a TL

SE length: g(n)

n=n+1

Setting:
SE shape

Setting:
MRA level “M”

Analysis time window

Sampling 
frequency

n<M
yes

Store

no

Spectral energy index: SEI

Output MR matrix

Fig. 7  Flow chart of the proposed method
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SEI reaches 0.0011 pu. However, in the time–frequency 
plots it is possible to identify, without distortions, the 
frequency of the signal for all cases. This frequency 
(0.961  kHz) corresponds to a fault at 75  km distant. In 

addition, the magnitude of SEI for the third case may be 
confused with distortions or noise only when faults are 
very far away.

4.5 � Influence of high frequency noise
Noises emanate from different sources such as electri-
cal network equipment, the measurement process, etc. 
This analysis considers the inclusion of white noise in the 
signals with SNR values of 20, 30 and 40 dB at very high 
frequencies. Figure  15 shows the spectral energy values 
for different frequency values (those on the left), and the 
maximum spectral energy index caused by the noise is 
verified by a horizontal dotted line. The maximum spec-
tral energy for the signal without noise is 0.0016 pu, while 
the signals with noise have 0.0022, 0.0030 and 0.0055 
pu for 40  dB, 30  dB and 20  dB, respectively. These val-
ues represent 8%, 8.8%, 12% and 22% with respect to the 
signal frequency for each case. Therefore, it is possible to 
clearly differentiate the analysis signal from the noise.

4.6 � Influence of sampling frequency
As explained in the section on the theoretical model, 
the SE length is measured in samples, so it depends on 

(a)

A C

23
.7

 m

B

31
.7

 m

8.5 m 8.5 m

6.7 m

Res=0.0594 Ohm/km DC

R_out=1.48 cm
R_in= 0.369 cm

Res=4.2 Ohm/km DC

Rho=100 Ohm*m

6.7 m

(b)

A C

16
.5

m

B

25
.7

 m

12 m 12 m

6.9 m

Res=0.1022 Ohm/km DC
R_out=1.13 cm

Res=4.2 Ohm/km DC

Rho=100 Ohm*m

6.9 m

(c)

Fig. 8  Electric power system: a single line diagram; b tower configuration line L-R; c tower configuration line R-T

Fig. 9  Filtered frequency spectrum characteristics for each SE length 
interval
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the sampling frequency (Fs). A time window of 5  ms is 
considered for the analysis. The relationship between 
the sampling frequency and sample quantity is shown in 
Table 2 for three cases.

According to the Shannon Nyquist theorem [34], the 
sampling frequency must be greater than double the 
highest frequency component of interest in the measured 
signal. Thus, the maximum frequency component will 
be 500 kHz, 250 kHz and 50 kHz for the 3 sampling fre-
quencies, respectively. However, almost all short-circuit 
events have frequencies lower than these values.

The traveling wave frequency of the signal components 
(multiresolution signals) is related to the values of the SE 
length as shown in Fig.  16, where there are three sam-
pling frequencies. In order to analyze far away faults, fre-
quencies up to approximately 0.250  kHz are considered 
for all three cases. The respective number of samples are 
2000, 1000 and 200. These indicate the maximum signal 
resolution levels (N). In addition, the SE length can take 
smaller frequency ranges in a desired band, which means 
that it offers high frequency resolution for high frequency 

(a)

(b) 

(c) 

Fig. 10  Spectral energy for different fault distance characteristics: 
a two-phase fault; b 2D view of the MR matrix; c 3D view of the MR 
matrix

Table 1  Percentage error of frequency

Fault distance 
(km)

Frequency—
theorical (kHz)

Frequency—
simulation (kHz)

Error (%)

1 72.61 50.00 31.1

25 2.904 2.777 4.61

50 1.452 1.428 1.65

75 0.968 0.961 1.37

99 0.733 0.746 1.77

101 0.718 0.714 0.55

115 0.631 0.625 0.95

130 0.558 0.543 2.68

Fig. 11  Comparison of the frequencies obtained between the 
theoretical curve and the simulation points
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signals. This is different to the wavelet transform, which 
offers high time resolution but low frequency resolution 
for high frequencies, and high frequency resolution but 
low time resolution for low frequencies [35].

The analysis developed previously was carried out with 
a sampling frequency of 1  MHz. Only 120 multiresolu-
tion levels were considered, in order to avoid high com-
putational effort. These levels were selected according to 
Fig. 9. For the study of signals with a sampling frequency 
of 500 kHz, SE length values from 5 to 600 with step of 
5 samples are considered. Finally, for signals with a sam-
pling frequency of 100  kHz, SE length values from 1 to 
120 with a step of 1 sample are considered.

Figure  17 shows the results for a fault located at 
50  km with different sampling frequencies while the 

Fig. 12  Time–frequency for different fault resistances: a R = 0.01 Ω; b 
R = 25 Ω; c R = 50 Ω

Fig. 13  Inception angle behavior: a to = 25 ms; b to = 29 ms; c 
to = 33 ms; d to = 37 ms

Fig. 14  Cases for influence of the inception angle
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expected signal frequency is 1.452 kHz. For the 1 MHz, 
the peak frequency value is 1.430  kHz and frequency 
range is [1.32–1.66] kHz, whereas for the 500  kHz, 
the peak frequency value is 1.453  kHz and frequency 

range is [1.28–1.69] kHz. Finally, for the 100  kHz, the 
peak frequency value is 1.470 kHz and frequency range 
is [1.35–1.92]  kHz. Although the peak values are very 

(a) Without SNR

(b) SNR: 40 dB

(c) SNR: 30 dB

(d) SNR: 20 dB

Fig. 15  Very high-frequency noise

Table 2  Relationship between Fs and sample quantity

Sampling frequency (kHz) Sample quantity

1000 5000

500 2500

100 500

Fig. 16  Multiresolution signal frequencies versus SE length 
(logarithmic scale)

Fig. 17  Spectral energy behavior for different sampling frequency 
(Fs)
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close to the expected frequency, the frequency ranges 
tend to increase with decreasing sampling frequency 
with ranges of 0.34  kHz, 0.41  kHz and 0.57  kHz, 
respectively. In the case where even lower sampling 
frequencies are used then the multiresolution level will 
be lower than 120, which may affect the accuracy of the 
fault location.

4.7 � Influence of the type of fault
The proposal of the IEC and CIGRE is that the frequency 
ranges of events in electrical networks are character-
ized as ferroresonance (0.1  Hz–1  kHz), fault clearing 
(50 Hz–3 kHz), line switching (50 Hz–20 kHz) and light-
ning surges (10  kHz–3  MHz) [36]. However, for this 
study, traveling waves caused by short-circuits are ana-
lyzed. This implies that other possible traveling wave 
generating phenomena such as lightning can be differ-
entiated by the waveform distortion and periodicity of a 
TW. In addition, it has been verified that these phenom-
ena present different spectral energies [37].

On the other hand, the simulations developed are two-
phase faults (AB), since for the purposes of this study 
only the characteristics of aerial modal components are 
analyzed. This can be replicated in the ground modal 
component and thus identify the type of fault (three-
phase, two-phase, two-phase to ground or single-phase 
to ground). For this development, the modal loops must 
be analyzed. However, this is not part of the scope of this 
paper because the aim here is to characterize the fault 
location.

4.8 � Influence of the SE shape
The SE shape is a parameter to be considered, since this 
function correlates with the main function. Based on the 
theoretical principles of the MM, the use of SE shapes 
similar to the main signal is proposed. However, the tran-
sient behavior caused by traveling waves presents a dis-
torted characteristic where the impact of a TW causes a 
steep fall or rise in the signal and this changes each time 
more TWs arrive. Therefore, as the main signal is treated 
as a one-dimensional function, three geometric shapes 
described in (11)–(13) are considered. These events are 
developed for a fault located at 99 km.

From Fig. 18, it can be concluded that the variation for 
each case is not very high, as in all three cases the trave-
ling wave frequency can be identified. However, the case 
of the linear function presents slightly more noise than 
the others.

4.9 � Influence of a line with series compensation 
and parallel lines coupling effect

This analysis is performed on a 220 kV electrical system 
as shown in Fig. 19. The lines (Line 1 and 2) are 300 km 

long and the series capacitor represents 65% of the total 
line impedance. The TW speed and the line character-
istic impedance are determined by inductance (L) and 
capacitance (C). Then the following values are obtained 
for both modes: L1 = 1.03  mH/km and C1 = 0.011  uF/
km, and thus v1 = 292,379  km/s and Z1 = 301.16  Ω; 
L0 = 3.63  mH/km and C0 = 0.006  uF/km, and thus 
v0 = 214,124 km/s and Z0 = 777 Ω.

Based on the calculated values, the frequency vs. fault 
location curve is determined and is shown in Fig.  20. 
In addition, two fault points are considered for analysis 
(50 km and 150 km) and the theoretical TW frequency 
is determined for the aerial mode. The ground mode 
has a lower speed and depends on the resistivity of the 
ground, and therefore the curve will only be based on 
the aerial mode.

A two-phase fault (AB) is simulated at 150  km and 
50  km from Bus R on Line 1. The voltage and current 
signals are shown in Fig. 21. It can be seen that the volt-
age behavior does not decrease as expected because of 
the capacitive effect. However, the transient behavior is 
present.

Fig. 18  Spectral energy behavior for different SE shapes
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For the 150 km fault, the results show that the TW fre-
quency has a value of 0.47 kHz (see Fig. 22). This value 
is very close to the theoretical value (0.48  kHz) which 
implies that the error rate is 2%.

For the 50 km fault, the results show that the TW fre-
quency has a value of 1.5 kHz (see Fig. 23), which is very 
close to the theoretical value (1.43 kHz) implying an error 
rate of 4.6%.

Series compensation consists of series capacitors, 
metal oxide varistors (MOV) and a spark gap. In the 
fundamental frequency domain, the effect of the series 
capacitor can be included, while in the high-frequency 
domain, the behavior of the capacitors has low capaci-
tive impedance, and this can be considered a short-cir-
cuit. Therefore, the series capacitor does not affect the 
high-frequency analysis. The MOV is highly nonlinear 

and serves as a capacitor bank bridge during the occur-
rence of a fault and the spark gap is used for MOV pro-
tection. The delay time to start the MOV conduction 
and then the delay time to close the spark gap should 

Fig. 19  Electrical system with parallel transmission lines and series compensation

Fig. 20  TW frequency behavior for different fault distance

Fig. 21  Transient behavior of voltage and current signals for faults at 
150 km and 50 km
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be taken into account as the maximum time window for 
the analysis on lines with series compensation.

In three-phase transmission lines, the traveling waves 
are mutually coupled, and therefore the speed is suscep-
tible to change. To apply the traveling wave method in 
three-phase systems with mutual coupling including par-
allel lines, the generated high-frequency signal is decom-
posed into its modal components (ground and aerial 
mode) by means of modal transformation matrices or 
Clarke’s transformation. This effect does not have a great 
effect in the air mode, though the ground mode analysis 
is involved in the behavior of the resistivity value and this 
can imply changes in the TW speed.

5 � Conclusion
This work develops a time–frequency analysis of high-
frequency signals caused by short-circuits in transmis-
sion lines in order to characterize the fault location. 
For this purpose, a digital filter based on the theory of 
mathematical morphology and spectral energy indices 
is developed and thereby the multiresolution signals are 
determined. The results show adequate performance 
while allowing identification of the fault location with 
percentages lower than 2.68% for the high-resolution 
zone and with 120 multi-resolution levels. Therefore, it 
is useful for identifying internal and external faults. Tests 
for different conditions such as different resistances, 
inception angles, noises, sampling frequencies, and SE 
shapes verify that in all cases it is possible to character-
ize the traveling wave frequency of the signal and conse-
quently the fault location. This method can be adapted 
as a fault locator for off-line analysis by increasing the 

multiresolution levels (> 120) and the time window up 
to 10 ms, as well as a protection relay by decreasing the 
number of multiresolution levels (< 120) and increas-
ing the resolution at the border of the line while keeping 
the 5 ms time window. This will be useful for identifying 
internal and external faults both from one side of the line.

Through technological advances and the updating of 
equipment, e.g., the new optical voltage and current 
measuring transformers, which are emerging in the mar-
ket, it is possible to obtain data from high-frequency sig-
nals, especially traveling waves, with high precision. This 
makes feasible the inclusion of such new algorithms that 
take advantage of these technologies.
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