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A demand side controller of electrolytic 
aluminum industrial microgrids considering 
wind power fluctuations
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Abstract 

Direct wind power purchase for large industrial users is a meaningful way to improve wind power consumption 
and decrease industrial production costs. Short-term wind power fluctuations may lead to large-scale wind power 
curtailment problems. To promote use of wind energy, a demand side control method is proposed based on output 
regulator theory for a grid-connected industrial microgrid with electrolytic aluminum loads to continuously track 
and respond to wind power fluctuations. The control model of the EALs and the dominant frequencies of the wind 
power fluctuation signals are analyzed and incorporated into the demand side control plant. The feedback control 
signals with active power deviations on the tie-line are used to design the demand side controller. Simulations are 
conducted for an actual industrial microgrid to validate the feasibility and effectiveness of the proposed method. The 
results demonstrate that the proposed controller based on output regulator theory is able to effectively track wind 
power fluctuations.
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Industrial microgrid

© The Author(s) 2022. Open Access This article is licensed under a Creative Commons Attribution 4.0 International License, which 
permits use, sharing, adaptation, distribution and reproduction in any medium or format, as long as you give appropriate credit to the 
original author(s) and the source, provide a link to the Creative Commons licence, and indicate if changes were made. The images or 
other third party material in this article are included in the article’s Creative Commons licence, unless indicated otherwise in a credit line 
to the material. If material is not included in the article’s Creative Commons licence and your intended use is not permitted by statutory 
regulation or exceeds the permitted use, you will need to obtain permission directly from the copyright holder. To view a copy of this 
licence, visit http://​creat​iveco​mmons.​org/​licen​ses/​by/4.​0/.

1  Introduction
To deal with energy shortage and environmental pollu-
tion, the government of China is actively promoting the 
construction of a low-carbon energy system. With the 
growing demand for energy saving and emission reduc-
tion, wind power is playing an increasingly important 
role in modern power systems. As a result, installed 
capacity of wind power has increased rapidly in China. 
According to the National Energy Administration, by the 
end of 2021, the installed wind power capacity in China 
has reached 328.48 GW, representing a 16.6% increase on 
2020 [1]. In China, wind power resources are mainly con-
centrated in the northeastern, northern and northwest-
ern regions with 61.9% of the total installed wind power 

capacity. However, wind power utilization is a serious 
issue [2]. In 2021, the lost electricity caused by wind 
power curtailment in northern and northwestern regions 
accounted for 13.0% and 26.6%, respectively, which was 
huge waste of investment and resource.

The reasons for large-scale wind power curtailment can 
be summarized as: (1) The locations of wind resources 
(most in northern and western regions) and load cent-
ers (most in eastern and southeastern regions) in China 
are distributed inversely, while lacking reserve capac-
ity results in restriction on long-distance cross-regional 
wind power transmission [3]; (2) The imbalance between 
power supply and demand in local regions leads to wind 
power redundancy [4].

To alleviate the problems of local wind power con-
sumption, the Chinese government has started to 
implement policies, such as lower electricity price, to 
encourage energy-intensive industrial production in 
those areas with abundant wind energy resources [5], 
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e.g., the “Direct power purchase for large industrial 
users” policy since 2002 [6]. In the meantime, industrial 
enterprises are happy to look for ways of saving cost 
and promoting economic benefits. Thus, large industrial 
users have agreed to purchase electricity directly from an 
energy generator by signing long-term “power purchase 
agreement” contracts. This is different from the tradi-
tional way of buying electricity from a utility power grid 
[7]. Such policies are carried out by direct negotiation 
between generation and large users. These have made 
some progress in promoting power market reform in 
China. Over the last decade, the fast developing renew-
able energy generation and coordination with thermal 
power generation have been considered for the establish-
ment of the electricity market [8, 9].

However, large-scale wind power fluctuations may 
bring negative effects on carrying out “direct wind power 
purchase (DWPP)” policies. Normally, energy storage 
systems (ESS) are applied to smooth wind power fluctua-
tions [10], although the construction of large-scale ESS 
will increase investment cost for the power grid. In addi-
tion, industrial users may purchase extra reserve power 
instead of fluctuating wind power, and this is against the 
intention of DWPP to save production costs.

Some energy-intensive industrial loads with heat stor-
age characteristics, such as electrolytic aluminum loads 
(EALs), have hundreds of megawatt power capacity. The 
demand side control methods and auxiliary service of 
EALs have been much studied. The analytical studies sug-
gest that the EALs can help smooth the wind fluctuation 
in those grid-connected industrial microgrid (IMG) that 
have high penetration of wind power by using the tie-line 
active power deviation as the feedback signal [11, 12]. In 
an actual isolated industrial power system in China, the 
EALs are regulated to maintain frequency stability via 
controlling the generator excitation voltage or the satu-
rable reactors of the EALs [13, 14]. With these control 
methods, the experimental verification of EALs in an 
actual IMG for primary frequency control is analyzed 
and discussed [15]. A hierarchical framework is proposed 
to coordinate the EALs and thermal power plants in an 
industrial park for secondary frequency regulation [16]. 
The results show that EALs offer huge regulating poten-
tial to respond to wind power fluctuations in the context 
of DWPP for large industrial users.

Remote wind power fluctuations tracking problems 
for large industrial users are significant and need to be 
explored. EALs are normally placed in a microgrid with 
a mature communication system. This serves as a foun-
dation for demand side control. In addition, EALs are 
able to carry out continuous active power modulation 
with large regulation capacity for direct load control. 

The industrial microgrid is connected with the utility 
power grid (UPG) via the tie-line, developing the regu-
lating potentials of EALs to track that the short-term 
wind power fluctuations are meaningful for carrying 
out the DPPU policies. Thus, wind power tracking can 
be discussed as power management problems on the 
tie-line and demand side.

The existing literature on power flow control of tie-
line mainly focuses on long-term time-scales. An opti-
mized fuzzy logic controller is proposed in [17] to 
minimize the daily tie-line power flow in a grid-con-
nected microgrid with PV and ESS. In [18], an adap-
tive robust tie-line scheduling system considering wind 
power uncertainty is presented to optimize tie-line 
power flows every 15 min while a coordination control 
algorithm is developed to smooth tie-line power with 
a time interval of 10 min [19]. However, the previously 
mentioned studies do not cover the detailed dynamic 
model of the demand side. Thus, the strategies in [17–
19] may be difficult to apply for dealing with short-term 
tie-line power fluctuations (5 min or less). In addition, 
wind power fluctuations appear as time-varying distur-
bance signals. Consequently, the traditional PI or PID 
controllers in [20, 21] are incapable of achieving zero 
steady-state error control effectively in terms of track-
ing wind power fluctuations on the demand side.

This paper aims to develop a theoretically sound and 
practically feasible demand side controller for EALs, 
one which guarantees wind power tracking for an elec-
trolytic aluminum IMG. Using the theoretical develop-
ment in [22, 23], output regulator theory is applied to 
design the feedback controller to solve the tracking or 
rejecting issues for the output in a control system. This 
has been verified to give satisfactory performance for 
demand side control in [12, 13].

The main contributions of the paper are:

1.	 A wide area closed-loop demand side control archi-
tecture is proposed to dynamically modulate the 
power consumption of EALs in an IMG. The advan-
tages of regulating EALs are also illustrated. A direct 
wind power purchasing structure for an electrolytic 
aluminum IMG is discussed in detail to encourage 
wind power plants and industrial users to participate 
in DWPP policies.

2.	 A demand side controller based on output regulator 
theory is developed to achieve zero steady-state error 
in tracking short-term wind power fluctuations and 
satisfactory dynamic performance of the controlled 
EALs. The proposed controller only needs local state 
variables and a remote disturbance signal, instead of 
the network configuration of the UPG.
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The rest of the paper is organized as follows. Section 2 
describes the research background of an actual IMG and 
the direct wind power purchasing structure. The demand 
side control method of aluminum loads is presented in 
Sect.  3 while Sect.  4 introduces a demand side control-
ler based on regulator theory and its design procedure. 
The simulation results conducted on the actual industrial 
microgrid are presented in Sect.  5, and conclusions are 
given in Sect. 6.

2 � Direct wind power purchasing structure 
of an actual grid‑connected IMG

2.1 � Background of the electrolytic aluminum IMG
Normally, high energy consumption industrial loads, 
such as electrolytic aluminum productions, are placed 
in an industrial park, whose typical structure is shown in 
Fig. 1. As shown, the IMG is connected with the UPG via 
a tie-line.

Because of high energy consumption, the electricity 
cost for electrolytic aluminum enterprises may account 
for 30% to 40% of the total production cost [24]. There-
fore, seeking generation sources with lower electric-
ity fees brings economic significance to large industrial 
consumers. As shown in Fig. 1, the local thermal plants 
supply power directly to the aluminum loads instead 
of transmitting to the UPG, while the UPG covers the 
power imbalance between the local thermal plants and 
the large industrial consumers. The UPG also supplies 
reserve power when short circuit faults occur in the IMG. 
In summary, the electrical energy that the EALs need is 
from two sources: the local thermal plants and the UPG.

In the context of DWPP, industrial users are able to 
sign the power purchase contract with the wind power 
plants and power grid, while the direct purchase price 
is set lower than the grid sale price. Thus, for the elec-
trolytic aluminum enterprises, directly purchasing 
wind power can decrease the production cost. Addi-
tionally, such a trading mechanism is profitable and 

improves the economic benefits of wind power retailers 
and promotes renewable energy consumption.

To promote renewable energy use, wind power is 
transmitted to the power grid in combination with 
thermal power. The active power on the tie-line Ptie 
is the purchasing power between the IMG and UPG. 
Normally, the IMG makes contracts with wind power 
plants and the UPG based on the negotiated trading 
electricity and transmission fee, while the randomness 
and volatility of the wind power (especially in extreme 
scenarios) are dismissed. Since EALs are able to regu-
late their power consumption, it is meaningful for the 
demand side to respond to the wind power fluctuations, 
and this can be presented as obvious performance for 
DWPP. Therefore, it is vital to develop a practical con-
trol method for electrolytic aluminum enterprises to 
realize wind power tracking.

2.2 � Wide area closed‑loop demand side control
Assuming that an IMG contains n local generators and 
m EALs, the active power relation between generation 
and demand sides in an IMG is expressed as

where PGi is the output power of the ith generator. PEALj 
and Phot are the active power consumption of the jth EAL 
and heating loads, respectively. Ploss is the active power 
loss of the IMG, while Ptie is the transmission power on 
the tie-line, which is connected to the IMG and UPG.

The heating loads Phot and the active power loss Ploss 
are considered as constant loads. Theoretically, the 
power change of the EALs leads to the change of Ptie 
and PGi , which can be described as:

By using spectrum analysis, the remote wind power 
fluctuation �Pw can be classified into low and high-fre-
quency types. These characterize slow and violent fluc-
tuations, respectively. The active power of the EALs can 
be regulated at the milliseconds level, which is much 
faster than the regulation of local thermal generators, 
while for slow wind fluctuations, the thermal genera-
tors are able to respond. In this paper, extreme wind 
power fluctuation scenarios are considered, and at the 
seconds level, the active power of thermal generators is 
considered to be constant. Thus, in practice, (2) can be 
simplified to:

(1)
n

i=1

PGi + Ptie =

m

j=1

PEALj + Phot + Ploss

(2)
n∑

i=1

�PGi +�Ptie =

m∑

j=1

�PEALj

Fig. 1  The structure of an industrial park with EALs
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Based on (3), �Ptie changes correspondingly when the 
EALs are regulated to respond to wind power fluctua-
tions. This could be presented as the case that electrolytic 
aluminum enterprises directly purchase wind power.

Figure 2 presents a wide area closed-loop demand side 
control architecture. With the help of a wide area meas-
urement system (WAMS) [24], the wide area demand 
side control is able to be carried out in extreme wind 
power fluctuating scenarios (at the seconds level). The 
remote wind power fluctuation signal �Pw can be meas-
ured in real-time by PMUs and delivered to the demand 
side controller via fast communication channels. The 
output signals of the demand side controller can activate 
to regulate the power consumption of the EALs �PEALj.

In practical application, the WAMS control station, 
downlink channel and the network control units (NCU) 
are necessary for the wide area closed-loop demand side 
control system [25]. The WAMS control station commu-
nicates with the PMUs via the transmission control pro-
tocol/Internet Protocol (TCP/IP) to monitor the status of 
the power system. The WAMS control station also cal-
culates the demand side controllers based on the system 
status sent by the PMUs and sends the control parame-
ters to the NCUs, while the NCUs issue the control com-
mands to regulate the active power consumptions of the 
EALs, �PEALj.

As a result, the active power fluctuation on the tie-line, 
�Ptie , can be controlled to correspond with �Pw accord-
ing to (1)–(3). Consequently, the active power deviation 
signal �Ptie can be monitored to compare with �Pw . This 
means that the electrolytic aluminum consumers pur-
chase the electricity from the wind power generation 
enterprises.

The basic principle of the proposed control method 
can be summarized as: the power deviation signal �Ptie is 
regulated to track the reference signal �Pw by controlling 

(3)�Ptie ≈

m∑

j=1

�PEALj

the power consumption PEAL . The proposed demand side 
control is considered as a wide-area control scheme since 
the remote information is used as the feedback signal. In 
addition, the demand control architecture is formulated 
as a closed-loop control system. This will be discussed in 
detail in Sect. 4.1.

From the above analysis, the key issue is how to con-
trol the EALs. To implement the demand side control 
scheme, the characteristics of the EALs are analyzed in 
detail in the next section.

3 � Control method of EALs
3.1 � Equivalent model of EALs
The configuration and operational characteristics of 
the EALs have been discussed in detail in [14]. Figure 3 
depicts the electrical diagram and its equivalent circuit 
of an EAL. The electrolyzing production is driven by the 
DC voltage UDC , generated by twelve full-bridge recti-
fiers with saturable reactors. All the electrolytic cells are 
in series and can be represented by a back electromotive 
force (emf) E and a resistance R . From the experimen-
tal results, the equivalent back emf E is 354.6 V and the 
resistance R is 2.016 mΩ [14]. In Fig. 3, UAC and k are the 
load bus voltage and the transformer ratio, respectively. 
USR is the voltage drop on the saturable reactor, with 
the nominal value of 20–40 V (maximum value allowed 
60–70 V).

The active power consumption of the EAL PEAL is 
deduced in [14, 15], as:

where IDC is the direct current which can be expressed 
by:

Equation  (4) indicates that the active power of the 
aluminum load PEAL is related to the direct current IDC . 
Based on (5), there are two methods for regulating PEAL 

(4)PEAL = UDCIDC = (IDCR+ E)IDC

(5)IDC =
UDC − E

R
=

1.35
(
UAC

/
k −USR

)
− E

R

Fig. 2  The wide area closed-loop demand side control architecture 
with the application of WAMS

Fig. 3  The electrical diagram and the equivalent circuit of the EAL
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in actual production, i.e., regulating the tap changer of 
the OLTC (i.e., the value of k ) or adjusting the voltage 
drop USR on the saturable reactor by controlling the 
inductance value LSR [14]. Because of the advantages of 
fast response (milliseconds) and continuous regulation, 
controlling USR is better for responding to wind power 
fluctuation.

3.2 � Control method of EAL
Based on (4) and (5), PEAL is relevant to IDC which is 
controlled by regulating the value of USR . Figure  4 
depicts a DC side current control model in actual 
production.

In Fig. 4, IDC0 and IDCref  are the initial value and ref-
erence of the DC side current, respectively. �IDC , as the 
control input of the model, is the DC side current devi-
ation. TDC and TSR are the time constants of the control 
model, while KP , KI and KSR are the gain coefficients. 
�USR is the voltage deviation on the saturable reac-
tor, with the maximal and minimal values expressed as 
�USRmax and �USRmin.

According to Fig.  4, for the jth EAL, the dynamic 
equations are given by:

Combining (4)–(5), the active power deviation of the 
EAL �PEALj can be calculated by:

where UDC0j is the initial value of the DC side voltage.
Based on (3) and (7), �Ptie can be determined by:

where aj and bj are the coefficients of the quadratic terms 
and linear terms, respectively.

Based on the discussion above, the aluminum load 
control possesses the following advantages in respond-
ing to wind power fluctuation:

(6)






TDCj�İDCaj = −�IDCaj +�IDCrefj
�İDCbj =

�
−Kpj/TDCj + KIj

�
�IDCaj +

�
Kpj/TDCj

�
�IDCrefj

TSRj�U̇SRj = KSRj�IDCbj −�USRj

(7)
�PEALj =

[
1.35�USRj

(
1.35�USRj − 2UDC0j + Ej

)]
/Rj

(8)

�Ptie =

m∑

j=1

�PEALj =

m∑

j=1

(
aj�U2

SRj + bj�USRj

)

1.	 Fast Response. The power consumption of the EALs 
can be regulated continuously by adjusting the satu-
rable reactors within tens of milliseconds. Thus, the 
demand side can be controlled at the seconds level, 
which is sufficient for extreme wind power fluctua-
tion scenarios.

2.	 Considerable Regulating Capacity. The EALs’ active 
power consumption can be modulated over the range 
of – 10% to + 5% by regulating �USR within its oper-
ating limits (20–70 V). This is considerable potential 
regulating capacity due to their large power con-
sumption. The regulation shows no obvious nega-
tive effect on the aluminum production if the tem-
perature of electrolytic cells can be kept within the 
acceptable range [14].

As this paper concentrates on the demand side control 
in an IMG to track wind fluctuation in a remote area, the 
remainder of the paper will focus on the issue of how 
to develop a theoretically sound and practically feasible 
demand side controller using remote information.

4 � Demand side control based on output regulator 
theory

The aim of the demand side control scheme is to regulate 
the active power on the tie-line to track wind power fluc-
tuations by controlling the voltage drop on the saturable 
reactors. The proposed control strategy indicates that 
�Pw exists as a time-varying disturbance signal from the 
exogenous system and �Ptie represents the output signal 
of the control system. Traditional control methods such 
as PI and PID controllers are incapable of realizing track-
ing wind power fluctuation effectively. It is worth noting 
that such a demand side control problem can be reformu-
lated as an output regulation problem. Consequently, the 
active power regulation problem of EALs can be solved 
using output regulator theory [22, 23].

4.1 � Demand side control model
The demand side controller for the EALs [seen as (3), (6), 
(7) and (8)] can be described in a linearization form:

In (9), the first equation describes a controlled plant 
with the system state x ∈ Rr , control input u ∈ Rp and 
external signal d ∈ Rs . The second equation represents 
an exosystem with disturbances (to be rejected) or refer-
ences (to be tracked), while the third equation defines an 
error variable e ∈ Rq between the output y = Cx and the 
reference yr = −Qd . The detailed diagram of the closed-
loop control system is presented in Fig. 5.

(9)






ẋ = Ax + Bu+ Pd

ḋ = Sd
e = y − yr = Cx +Qd

Fig.4  A direct side current control model of EAL
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Assuming an IMG with m EALs, the con-
trol system (6) is of the form (9), where the state 
x = [�IDCaj ,�IDCbj ,�USRj] ∈ R3m , control input 
u = �IDCrefj ∈ Rm , external disturbance signal 
d = �Pw ∈ R . The aim of the demand side control 
scheme is to regulate the power deviation on the tie-
line �Ptie to respond to the wind power fluctuation �Pw 
by controlling the power consumption of the EALs. The 
output y and the reference signal −yr in the proposed 
control strategy are �Ptie and �Pw , respectively.

From (8), �Ptie is presented as a nonlinear expression 
with �USRj in the form y = h(x) . Note that the quad-
ratic terms have a very low impact on the value of �Ptie 
(lower than the 3% of total �PEALj while the saturable 
reactors are regulated to their limits), for the conveni-
ence of designing the feedback controller, (8) is lin-
earized into y = Cx with C = [∂h/∂x]x=0 . Hence, the 
matrices (A,B,C) are given as follows:

The exosystem matrix S is formulated to describe the 
dynamic characteristic of the external signal. Here, the 
wind power fluctuation �Pw is considered as a time-
varying function, which can be described by the sinu-
soidal time varying signals, as [26]:

Neglecting the high order terms, �Pw can be approxi-
mated by:

A =





− 1

TDCj
0 0

−
KPj

TDCj
+ KIj 0 0

0
KSRj

TSRj
− 1

TSRj



 ∈ R3m×3m
,

B =




1/TDCj

KPj/TDCj

0



 ∈ R3m×m

C =
[
0 0 bj

]
∈ R1×3m

, bj =
1.35

(
−2UDC0j + Ej

)

Rj

(10)�Pw(t) = A0 +

∞∑

n=1

Bn sin (ωnt + ϕn)

We use (dn1,dn2,d0) to represent each component in 
(11), expressed as:

The first-order derivatives of dn1 and dn2 are:

We denote that d = (d11,d12, . . . ,dN1,dN2,d0)
T so 

that the exosystem model can be expressed by:

It is worth noting that the exosystem matrix S is for-
mulated by only the angular frequency ωn and not with 
the magnitude A0 , Bn and the phase ϕn . Therefore, the 
dynamic equation of the disturbance characteristic can 
be given by (14) once the dominant frequencies of the 
disturbance signal �Pw are obtained by applying a Fou-
rier transform.

For the error equation in (9), the deviation between 
�Ptie and �Pw is selected as the error signal e (i.e., 
e = �Ptie −�Pw ), in the form of e = Cx +Qd . Conse-
quently, the pair (P,Q) can be deduced as:

The purpose of the demand side control scheme is to 
realize zero error by regulating the power consumption 
of the EALs in the IMG. This can be naturally formulated 
as an output regulation problem. In the next subsection, 
output regulator theory is introduced to design the feed-
back controller.

4.2 � Output regulator theory
The control objective of the demand side control scheme 
is to achieve error regulation and maintain the inter-
nal stability of the system. For the control system in 
(9), it finds, if possible, the gain matrices K ∈ Rp×r and 
L ∈ Rp×s to design the full-information feedback control-
ler of the form

(11)�Pw(t) ≈ A0 +

N∑

n=1

Bn sin (ωnt + ϕn)

(12)
dn1 = Bn sin (ωnt + ϕn)

dn2 = Bn cos (ωnt + ϕn)

d0 = A0

(13)
[
ḋn1

ḋn2

]
=

[
0 ωn

−ωn 0

][
dn1

dn2

]

(14)

ḋ = Sd =





ω1S0 · · · 0 0

.

.

.
. . .

.

.

.
.
.
.

0 · · · ωnS0 0

0 · · · 0 0



, dS0 =
�
0 1

−1 0

�

P = 0Q =
[
−1 0 · · · −1 0 −1

]
∈ R1×(2N+1)

(15)u = Kx + Ld

Fig.5  Block diagram of the demand side control plant
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such that the following two requirements are satisfied:

R1) Internal stability. When d = 0 , the closed-loop 
system ẋ = (A+ BK )x is asymptotically stable, i.e., 
find the gain matrix K  such that σ(A+ BK ) ⊆ C

−;
R2) Error regulation. When d  = 0 , for every initial 
condition (x0,d0) , the closed-loop system (8)–(9) 
satisfies lim

t→∞
e(t) = 0.

In order to maintain IDCrefj of the EALs in the permit-
ted range, the constraints of the EALs have to be consid-
ered. Thus,

lim
t→∞

e(t) = 0 subjecting to (9) and 
∣∣uj

∣∣ ≤ umax , j = 1, 2, 
…, m.

where uj is the jth element of u and umax is the bound 
of 
∣∣uj

∣∣.
To solve the output regulator problem, the following 

assumptions are required:

A1) all the eigenvalues of the matrix S ∈ Rs×s are 
located on the closed right-half plane.
A2) the pair (A,B) is stabilizable.

A3) the pair 
([

A P
0 S

]
,
[
C Q

])
 is detectable.

Reference [24] proves a necessary and sufficient condi-
tion for the solvability of the output regulator problem. 
Supposing A1) and A2) hold, the output regulation prob-
lem is solvable by full-information feedback if and only 
if there exist matrices � and Ŵ which solve the regulator 
equations, as:

As a result, the full-information feedback controller for 
achieving goals R1) and R2) is given by:

where K  is selected so that all the eigenvalues of A+ BK  
are located on the open left-half plane. The gain matrix L 
in (15) is computed by � ∈ Rr×s and Ŵ ∈ Rp×s.

However, it is not practically feasible because not all 
of the state x can be measured. Thus, the feedback con-
troller (18) needs to be refined using only the measur-
able signal e . Under the assumption A3), an observer is 
constructed, driven by the measured error e , to achieve 
asymptotically tracking (x,d) . The error feedback con-
troller can be designed in the form of:

(16)�S = A�+ BŴ + P

(17)0 = C�+Q

(18)u = Kx + (Ŵ − K�)d

(19)
ξ̇ = Fξ + Ge

u = Hξ

with ξ = col(̂x,̂d) for tracking x and d asymptotically and 
the gain matrices (F ,G,H) . Equation (19) can be written 
in transfer function form as:

By the detectability of A3), the observer is designed 
in the following form to estimate (x,d) using only the 
error signal e , as:

with the pair (G1,G2) designed such that all the eigenval-

ues of 
([

A P
0 S

]
−

[
G1

G2

][
C Q

])
 are in C−.

Replacing (x,d) with 
(
x̂,d̂

)
 in the feedback controller 

(15), the error feedback controller is obtained by:

As a result, the gain matrices (F ,G,H) are obtained 
based on (19) and (22), as:

Compared with the full-information feedback con-
troller (18) in which the state x and disturbance signal 
d are indispensable, the error feedback controller (22) 
is able to achieve the control objectives R1) and R2) 
using only the measurable error signal e . In addition, 
the output y = Cx can be regulated to track the refer-
ence signal yr = −Qd via measurement feedback.

4.3 � Implementation of the demand side controller
The design procedure of the regulator-theory-based 
demand side controller is presented as follows.

1.	 Model the exosystem matrix S. As discussed in 
Sect. 4.1, the exosystem system can be described as 
(14). In this work, short-term wind power forecast-

(20)T (s) = H(sI − F )−1G

(21)

[
˙̂x
˙̂
d

]
=

([
A P
0 S

]
−

[
G1

G2

][
C Q

])[ x̂
d̂

]
+

[
G1

G2

]
e +

[
B
0

]
u

(22)

[
˙̂x
˙̂
d

]
=

[
A− G1C + BK P − G1Q + B(Ŵ − K�)

−G2C S − G2Q

]

[
x̂

d̂

]
+

[
G1

G2

]
e

u =
[
K (Ŵ − K�)

][ x̂
d̂

]

F =

[
A− G1C + BK P − G1Q + B(Ŵ − K�)

−G2C S − G2Q

]
∈ R(r+s)×(r+s)

G =

[
G1

G2

]
∈ R(r+s)×q

,H =
[
K (Ŵ − K�)

]
∈ Rp×(r+s)
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ing data is used as a period of wind power fluctua-
tion signal d . Normally, the forecasting models can 
be divided into statistical models and physical mod-
els. Statistical models provide an extrapolation of 
the future time-series by building the mathemati-
cal functions based on historical data analysis, such 
as the autoregressive (AR) model [27]. For physical 
models, the numerical weather prediction (NWP) 
model is applied widely to predict future wind power 
in which its root mean square error (RMSE), between 
the actual value and the forecasted value, can be 
decreased below 15% [28]. In view of the requirement 
of practical application, the NWP model is adopted 
in this paper to predict the curve of a period of wind 
power.

2.	 Check the assumptions A1)–A3) for the controlled 
plant (9). Note that the eigenvalues of the matrix S 
[see in (19)] are located on the imaginary axis. Hence, 
the assumption A1) holds in this paper. Check the 
stabilizing ability of (A,B) and the detectability of ([

A P
0 S

]
,
[
C Q

])
 by using the PBH test below to 

compute the rank condition, as:

where nA and nAPS are the dimensions of the corre-
sponding system, and � and µ are the eigenvalues of 
the matrices A and 

[
A P
0 S

]
 sitting on the closed right-

half plane, respectively.
3.	 Select gain matrix K  based on linear quadric (LQ) 

optimal control. If A1)–A3) hold, find a gain matrix 
K  such that all the eigenvalues of the matrix A+ BK  
are assigned on the left-half plane. In this paper, the 
LQ method is used to select an optimal gain matrix 
K  so that the control objectives are achieved and the 
dynamic performance of the controller is guaranteed.

	 For the controlled plant (9), the LQ cost function is:

where the weighting matrices Qlq ∈ Rq×q and 
Rlq ∈ Rp×p are selected so that a trade-off is consid-
ered between minimizing the tie-lie power fluctua-
tion y and optimizing the dynamic performance of 
the EALs (vector u ). Based on the standard LQ con-
trol method, the feedback gain matrix K  is obtained 
by solving the following algebraic equation:

(23)

Rank
��

�I − A B
��

= nA = 3m

Rank







µI−

�
A P
0 S

�

�
C Q

�







 = nAPS = 1+ 2N + 3m

(24)J =

∫ ∞

0

(
yTQlqy + uTRlqu

)
dt

	 Note that the weighting matrices Qlq and Rlq can 
be selected flexibly according to the required control 
performance on the demand side.

4.	 Construct the demand side controller. Solve the reg-
ulator Eqs.  (16)–(17) and find the solutions of the 
matrices � and Ŵ . Construct the observer (21) and 
design the error feedback controller (22) by steps dis-
cussed in Sect. 4.2.

The detailed design procedure of the regulator-theory-
based demand side control scheme is illustrated in Fig. 6. 
The feedback controller is constructed using local state 
variables and a remote disturbance signal. The results of 
the time domain simulation will be presented in the next 
section to validate its effectiveness.

5 � Simulations and analysis
To verify the performance of the proposed demand side 
controller (22), an actual electrolytic aluminum IMG in 
Inner Mongolia, China is considered as the case study 

(25)
ATPlq+PT

lqA− PlqBR
−1

lq BTPlq+CTQlqC = 0

(26)K = −R−1

lq BTPlq

Fig. 6  The diagram of the regulator-theory-based control scheme
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[13–15]. The structure of the IMG is shown in Fig. 7. The 
demand side includes three production lines (EAL1–EAL3, 
1390 MW in all) and 40 MW heating loads. The electrical 
energy that the aluminum loads need is from two sources: 
(1) eight coal-fired thermal generators (G1–G8) with a total 
capacity of 1800 MW; and (2) transmission power Ptie from 
the tie-line that is connected with the UPG.

Simulations are conducted on a real-time digital 
simulator (RTDS) platform and MATLAB. RTDS is a 
type of real-time hardware platform to study electro-
magnetic transient phenomena in power systems. The 
models of the power systems are constructed on RTDS, 
including the detailed model of the electrolytic alu-
minum loads. Once the demand side control strategy is 
activated, based on the real-time computation, the state 
variables x, disturbance d and error e of the power sys-
tems are fed to MATLAB within every setting time step 
via specific signal transmission channels. The proposed 
demand side controllers (22) are designed within each 
time step in MATLAB according to the instructions in 
Sect. 4.3. After calculating the demand side controllers, 
the control input u is transmitted to the RTDS plat-
form. Then, the demand side (the electrolytic aluminum 
loads) carries out the proposed control strategy based 
on the control input u. This means the DC current ref-
erences �IDCrefj of the electrolytic aluminum loads will 
be regulated. In the next time steps, the above instruc-
tions are repeated until the end of the simulation.

The basic information of the IMG has been intro-
duced in Sect. 2. The two-area power system and IEEE 
68-bus power system are selected as the UPG and con-
nected with the IMG, respectively.

As discussed in Sect.  3.1, the DC current of the 
EALs is normally constant, and thus the active power 
consumption PEAL of the EALs remains stable. In this 
paper, the DC current IDC of the EALs is regulated by 
controlling the voltage drop USR on the saturable reac-
tors, and consequently. PEAL is controllable. In the case 
of the two-area power system, the performance of the 
proposed demand side controller is verified by com-
paring with the constant current control scheme (i.e., 
no active power control on PEAL ). By comparing with 
the other control method, the simulation results in the 
case of the IEEE 68-bus power system illustrate the 
effectiveness of the proposed demand side controller in 
minimizing steady-state error. In addition, the results 
indicate that the proposed wide area closed-loop 
demand side control method is also applicable to large 
power systems.

5.1 � Formulating the demand side controller
In this section, a typical operating scenario of a wind 
farm is selected as the case study. The short-term wind 
power fluctuation is predicted by the forecasting sys-
tem, shown in Fig. 8a. With the help of discrete Fourier 

Fig. 7  The structure of an actual IMG with the EALs

Fig. 8  a The wind power fluctuation in a typical operating scenario, 
b The frequency spectrum of the wind power fluctuation
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transformation (DFT), the frequency spectrum of 
the wind power fluctuation is analyzed and presented 
in Fig.  8b. Three dominant frequencies (0.0083  Hz, 
0.0333  Hz and 0.0583  Hz) are chosen to character-
ize the wind power fluctuation. Hence, the exosystem 
matrix S is computed in the form of (14) by the three 
dominant frequencies.

By virtue of WAMS, the measurable error signal e 
(i.e., e = �Ptie −�Pw ) is selected as the feedback signal 
for the proposed demand side controller. The weight-
ing matrices in (24) are selected, by trial and error, as 
Qlq = 15 and Rlq = diag(10, 7, 5) . Using the LQ optimal 
control method, the gain matrix K  is obtained as:

Based on the output regulator theory in Sect.  4, after 
solving (�,Ŵ) for the regulator Eqs.  (16)–(17) and com-
puting gain matrices ( F ,G,H ), the error feedback control-
ler can be obtained in the form of (20) or (22).

5.2 � Two‑area power system
As shown in Fig. 9, in the two-area power system, the 
IMG is connected on Bus 9 via a tie-line. There are 
three generation units in Area 1 (i.e., G1, G2 and W1) 
and two in Area 2 (i.e., G3 and G4). The initial active 
power of the generators and loads is listed in Table  1. 
As introduced in Sect. 2, the EALs are supplied by the 
generators in the IMG and the UPG. As a result, the 
active power on the tie-line Ptie reaches 400 MW. In this 
case, to verify the effectiveness of the proposed control 
method, the two following scenarios are considered:

K =




−0.29 −0.48 −0.53 3.89 3.11 3.40 4.62 4.32 4.05

−0.25 −0.46 −0.52 3.53 3.09 3.38 4.56 4.25 4.02

−0.24 −0.43 −0.50 3.44 3.03 3.31 4.51 4.19 3.98





1.	 Scenario A1: the constant current control method on 
demand side ( PEALj is not regulated), which serves as 
the base case for comparison.

2.	 Scenario A2: the proposed regulator-theory-based 
demand side control method.

In the normal condition (Scenario A1), the EALs 
works at constant current control mode to ensure the 
production.

The aim of the proposed regulator-theory-based 
demand side control scheme is to achieve the active 
power deviation on the tie-line �Ptie to track the wind 
power fluctuation �Pw . The simulation results in Sce-
nario A1 and Scenario A2 are presented in Figs. 10 and 
11. In Scenario A1, the active power consumption of 
the EALs is maintained at a steady level ( �PEAL ≈ 0 , as 
shown in Fig. 11a). Taking EAL1 as an example, the ini-
tial voltage drop on the saturable reactor �USR1 is about 
38 V. Because of the fast response of the saturable reac-
tor, �USR1 changes within 20–50  V and the DC cur-
rent IDC1 remains at 326 kA in Scenario A1. When the 
proposed demand side control method is applied, IDC1 
changes within 310–335 kA ( �USR1 fluctuates within 
20–70 V), leading �PEAL to be regulated from 50 MW 
to − 100 MW in Scenario A2.

The simulation results of the two different demand side 
control methods illustrated in Fig. 10 show that, in Sce-
nario A1, the active power deviation �Ptie is not able to 
track the wind power fluctuation �Pw because the power 
consumption of the EALs �PEAL is not regulated. As a 
result, the maximum deviation between �Ptie and �Pw 
reaches 65 MW. However, in Scenario A2, the proposed 

Fig. 9  Two-area power system connected with the IMG

Table 1  The initial output active power of the generators and 
loads in the two-area power system

Generators G1 690 MW

G2 380 MW

G3 700 MW

G4 700 MW

W1 350 MW

Loads L1 960 MW

L2 1360 MW
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Fig. 10  The wind power fluctuation �Pw and active power deviation 
on tie-line �Ptie . a The power curves in Scenario A1, b the power 
curves in Scenario A2 



Page 11 of 13Ding et al. Protection and Control of Modern Power Systems            (2022) 7:49 	

regulator-theory-based demand side control method 
ensures that �PEAL is regulated according to the wave of 
�Pw . Consequently, �Ptie is able to track �Pw with the 
error being less than 5  MW. This provides an obvious 
proof of direct wind power purchase for the large indus-
trial consumers.

In summary, by comparing with the constant DC cur-
rent control method, the proposed demand side control 
scheme shows an evident effect on error regulation and 
keeping the control system stable (R1) and (R2) in Sect. 4. 
Based on output regulator theory, �USR1 is controlled by 
giving the DC current reference signal �IDCref 1 accord-
ing to the control objective (i.e., tracking the error signal). 
Compared with the constant current control scheme, the 
change range of �USR1 is much wider in the proposed 
control scheme.

5.3 � IEEE 68‑bus power system
The effectiveness of the proposed demand side con-
trol scheme has been verified in the simulation of 
the two-area power system. To further validate the 
control effects of the proposed demand side control 
scheme in large power systems, the IEEE 68-bus power 
system (known as the New England and New York 

interconnected system), as shown in Fig. 12, is selected 
as the case study. The wind farm W1 is connected to 
Bus-68, with an initial active power of 350  MW. The 
wind power fluctuation is shown in Fig. 8a. The IMG in 
Fig. 7 is connected to Bus 51 via a tie-line.

Three scenarios are studied to test the proposed 
demand side control method by comparing with other 
methods:

1.	 Scenario B1: the constant current control method on 
the demand side.

2.	 Scenario B2: the PI control method on the demand 
side.

3.	 Scenario B3: the proposed regulator-theory-based 
demand side control method.

In the IEEE 68-bus power system, there are three 
transmission lines between Area 1 and Area 2, denoted 
as transmission line I (Bus-60 to Bus-61), II (Bus-27 to 
Bus-53) and III (Bus-54 to Bus-53). The active power 
fluctuations on transmission line I, II and III are �PI , 
�PII and �PIII , respectively. The power flow between 
Area 1 and Area 2 is denoted as PA1−A2 . Clearly, the 
wind power fluctuation �Pw leads to the power change 
�PA1−A2 on the power flow between Area 1 and Area 2.

According to the simulation in Sect.  5.2, when the 
constant current control method on the demand side is 
applied, the active power consumption of the EALs is 
not regulated. The simulation results in Scenario B1 are 
presented in Fig. 13.

In Scenario B1, �PA1−A2 is the sum of the active 
power fluctuations on transmission lines I, II and III, 
i.e., �PA1−A2 = �PI +�PII +�PIII , as presented in 
Fig.  13a. When PEAL remains at a constant value, the 
power fluctuation on the tie-line �Ptie is not able to 
track �Pw , as shown in Fig. 13b. The deviation between 
�Pw and �Ptie is significant, which means the direct 
wind power purchasing strategy is not suitable for the 
extreme short-term wind power fluctuation scenarios if 
no extra control methods are applied.

Fig. 11  a The active power deviation of EALs �PEAL in Scenario A1 
and Scenario A2, b The voltage drop on saturable reactor of EAL1 
�USR1 in Scenario A1 and Scenario A2 

Fig. 12  IEEE 68-bus power system connected with the IMG
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Figure 14 depicts the error signal e (i.e., e = �Ptie −�Pw ) 
in the three scenarios. In Scenario B3, the proposed regulator-
theory-based demand side controller is constructed using 
error signal and local information. As a comparison, the PI 
control scheme in Scenario B2 introduces the wind power 
fluctuation �Pw and uses local PI controllers of the EALs. 
Based on the simulation results, the error can be controlled 
within 5 MW with the proposed demand side controller (Sce-
nario B3). This represents a good dynamic response via coor-
dinating the three EALs with an optimal gain matrix K  . By 
comparison, the PI controllers using the remote signal �Pw 
as a feedback signal show a poor dynamic performance in 
decreasing e , leading the maximum deviation of the error to 
reach about 35  MW. Therefore, the regulator-theory-based 
demand side controller is more effective than the PI control 
scheme in tracking the wind power fluctuation in a large 
system. For this reason, the proposed demand side control 
scheme presents an applicable effort for the EALs to partici-
pate in the direct wind power purchasing market.

6 � Conclusion
The basic structure of the direct wind power purchas-
ing mode for grid-connected IMG has been studied. 
Because of the fast response and considerable regulation 
capacity of the EALs, the short-term wind power fluc-
tuations can be tracked via regulating the active power 
consumption of the EALs. With the use of WAMS, a 
wide area closed-loop demand side control architec-
ture is proposed to regulate the power consumption 
of the EALs. The demand side control is formulated as 
an output regulation problem. Based on output regula-
tor theory, a demand side controller is developed with 
only local state variables and a remote disturbance sig-
nal. The simulation results demonstrate the effective-
ness of the proposed demand side controller on tracking 
the short-term time-varying wind power fluctuations. 
Future work will focus on the DWPP mode and control 
methods for multiple wind power sources and industrial 
consumers.
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Fig. 13  Simulation results in Scenario B1. a The active power 
fluctuations on transmission lines between Area 1 and Area 2, b the 
wind power fluctuation and the power fluctuation on the tie-line
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